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摘　要：为了使得空间聚类分析更加适应实际情况，发展了一种同时顾及空间障碍约束与空间位置邻近的空

间聚类方法。该方法采用Ｄｅｌａｕｎａｙ三角网描述实体间的邻近关系，并且不依赖用户指定参数。实验验证了

本方法的有效性与优越性。
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　　空间聚类分析旨在将空间数据库实体划分为

一系列具有一定意义的空间簇，簇内空间实体尽

可能相似，簇间实体的差异性尽可能大，已经成功

应用于地震空间分布模式分析［１］、公共设施选

址［２］以及遥感图像分类［３］等众多领域。现有的空

间聚类方法可大致分为以下几类：① 划分的方

法［４５］；② 层次的方法［６７］；③ 基于密度的方

法［８１０］；④ 基于图论的方法
［１１１３］；⑤ 基于格网的

方法［１４１５］；⑥ 基于模型的方法［１６１７］。然而，实际

中空间实体间可能会存在一些空间障碍，如山脉、

河流、桥梁等，导致实体间的通达性无法直接依据

欧氏距离进行度量。

２０００年，Ｔｕｎｇ等人
［２］首次提出了顾及空间

障碍的空间聚类问题———ＣＯＥ（ｃｌｕｓｔｅｒｉｎｇｗｉｔｈ

ｏｂｓｔａｃｌｅｓｅｎｔｉｔｉｅｓ）。现有顾及空间障碍的空间聚

类［１８１９］方法大致可分为以下３类：① 基于划分

的方法；② 基于图论的方法
［１２，２０］；③ 基于密度的

方法［２１２２］。基于密度扩展的方法易受空间实体分

布密度差异的影响，同时，聚类参数的选择涉及过

多的先验知识。本文发展了一种顾及障碍的空间

聚类新方法。

１　顾及障碍的空间聚类

借助Ｄｅｌａｕｎａｙ三角网空间聚类时，不一致边

可以分为以下３类：① 过长的边，如簇与孤立点

间的边；② 过短的边，如“链”上的边；③ 连接边，

如两个簇形成的“颈”上的边。在空间数据分析

中，一个空间过程是由整体上（大尺度）的确定变

异与局部上（小尺度）的随机变异共同作用组成

的［２３］。因此，本文方法在聚类时首先打断整体上

的长边，获得粗略的空间聚集划分；进而，考虑空

间障碍的阻隔作用，打断与空间障碍相交的边；然

后，顾及局部影响，打断局部的长边；最后，借助场

论聚类［２４］的思想，消除“颈”与“链”问题的影响，

获得最终的聚类结果。“颈”是连接两个邻近簇

的小部分实体，如图１（ａ）下部两个球形簇之间的

部分。“链”是由一系列噪声形成的呈线性结构

的空间实体，如图１（ａ）上部两个簇之间的空间实

体。“颈”与“链”问题是空间聚类研究中的两个难

点问题。

１．１　删除整体长边

建立Ｄｅｌａｕｎａｙ三角网后，首先从整体角度删

除三角网的长边，形成粗略的聚集划分。Ｄｅｌａｕ

ｎａｙ三角网的平均边长和边长标准差能较好地体

现空间实体分布的整体特征，故可以用于构造统

计准则进行整体长边的删除。本文采用文献［１１］

中的类似策略对Ｄｅｌａｕｎａｙ三角网的整体长边进

行删除。对于任意空间实体狆，犲犻表示与狆 直接

邻接的边，则狆 对应的整体长边集合 Ｇｌｏｂａｌ＿

Ｌｏｎｇ＿Ｅｄｇｅｓ（狆）可以定义为：
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Ｇｌｏｂａｌ＿ＬｏｎｇＥｄｇｅｓ（狆）＝ 犲犻 狘犲犻狘＞Ｇｌｏｂａｌ＿Ｍｅａｎ＋Ｇｌｏｂａｌ＿ＳＤ
Ｇｌｏｂａｌ＿Ｍｅａｎ
Ｌｏｃａｌ＿Ｍｅａｎ（狆｛ ｝） （１）

式中，Ｇｌｏｂａｌ＿Ｍｅａｎ表示Ｄｅｌａｕｎａｙ三角网所有边

长的平均值；Ｇｌｏｂａｌ＿ＳＤ表示Ｄｅｌａｕｎａｙ三角网所

有边长的标准差；Ｌｏｃａｌｌ＿Ｍｅａｎ（狆）表示与狆直接

邻接的边长平均值。

针对每个空间实体，删除其对应的整体长边

集合中的边。图１（ａ）表示一个顾及空间障碍的

聚类；图１（ｂ）表示删除整体长边后的子图，可见，

孤立点与整体上比较明显的聚集部分能够很好地

区分。

图１　模拟数据集及删除整体长边、顾及空

间障碍后的子图

Ｆｉｇ．１　ＳｕｂｇｒａｐｈｓｂｙｔｈｅＲｅｍｏｖａｌｏｆＧｌｏｂａｌＬｏｎｇ

ＥｄｇｅｓａｎｄｔｈｅＣｏｎｓｉｄｅｒａｔｉｏｎｏｆＳｐａｔｉａｌＯｂｓｔａｃｌｅｓ

１．２　空间障碍叠置分析

删除整体长边后，需要进一步考虑空间障碍

的影响。基于Ｄｅｌａｕｎａｙ三角网的聚类方法中，同

一空间簇的实体通过三角网的边互相连接，当空

间障碍存在时某些实体间的邻接关系将被隔断。

因此，本文采取与 ＡＵＴＯＣＬＵＳＴ＋相同的策略，

顾及空间障碍的影响，即如果空间障碍与Ｄｅｌａｕ

ｎａｙ三角网的边相交，则将其打断。在实际操作

中，两个图层（空间障碍层与空间点实体层）进行

一次叠置分析操作，打断所有与障碍相交的边，可

以进一步获得一系列的子图。如图１（ｃ）表示了

顾及空间障碍后获得的子图，所有与障碍相交的

边均进行了删除。这一策略可以简便、有效地顾

及空间障碍的影响。进而，将考虑局部因素的

影响。

１．３　删除局部长边

删除整体长边与顾及空间障碍后，某些局部

长边依然存在，如图１（ｃ）所示。因此，需要发展

相应的约束准则来删除这些局部的长边。针对一

个空间实体，在其２阶邻域内考虑局部因素的影

响，即仅考虑任一子图犌中的一个顶点狆，到狆的

路径小于或等于２的所有顶点。对于任一子图

犌犻（包含狀个空间实体），其中任一空间实体狆，用

犲犼表示狆的邻接边，则狆对应的局部长边Ｌｏｃａｌ＿

Ｌｏｎｇ＿Ｅｄｇｅｓ（狆）可以定义为：

Ｌｏｃａｌ＿Ｌｏｎｇ＿Ｅｄｇｅｓ（狆）＝ 犲犻 狘犲犻狘＞Ｌｏｃａｌ＿Ｍｅａｎ
２（狆）＋

∑
狀

犼＝１

Ｌｏｃａｌ＿ＳＤ（狆犼）

狀
，狆犼∈犌烅

烄

烆
烍
烌

烎
犻

（２）

式中，Ｌｏｃａｌ＿Ｍｅａｎ２（狆）表示狆的２阶邻域内所有

边长的平均值；Ｌｏｃａｌ＿ＳＤ（狆犼）表示图犌犻中与空间

实体狆犼直接邻接边的标准差。

在子图中，针对每个空间实体删除其对应的

局部长边，可得到进一步精化的子图。如图２（ａ）

所示，簇局部的长边被有效删除。式（２）实际上是

传统极值统计准则的变种，但在Ｄｅｌａｕｎａｙ三角网

中，每个实体的直接邻近实体数量较少（一般不超

过６个），难以进行统计分析。采用实体的二阶邻

域进行分析，一方面顾及了实体分布的局部特征；

另一方面样本数量增加，降低了统计分析的误差。

同时，采用直接邻接边方差的均值能够更好地反

映实体空间分布的局部变化。

１．４　空间实体局部凝聚趋势提取

经过前面３个步骤的处理，虽然空间簇之间

较长的不一致边得到了删除，然而空间簇之间形

成的“颈”与“链”依然存在，如图２（ａ）所示。删除

局部短边的策略虽然可以部分解决“链”问题，但

是还不够稳健且对于“颈”问题无法解决。本文借

鉴场论聚类的思想［２４］来解决这种“颈”问题和

“链”问题。凝聚力可表达为：

珝犉（狆，狇犻）＝犽
１

犱２（狆，狇犻）
犿狆犿狇犻珒犲狆→狇犻，狇犻∈犖犖（狆）

（３）

凝聚合力可表达为：

珝犉（狆，犖犖（狆））＝∑珝犉（狆，狇犻），狇犻∈犖犖（狆） （４）

　　每个空间实体在凝聚合力的作用下，将有向

对其凝聚力作用较大的实体聚集的趋势。依据文

献［２４］的定义，如果点狆对犖犖（狆）中某个点狇犻

的引力方向与此合力的方向之间夹角小于９０°，

那么则认为狆有向狇犻靠近的趋势，说明它们之间

存在较强的邻接关系；反之，若夹角大于９０°则认

为两者具有分裂的趋势，并打断实体间的边。基

于这种思想，空间簇在其边缘处将形成自然的收

缩趋势，邻接的空间簇其边缘处实体的凝聚合力

方向具有较为明显的背离趋势，故可以有效解决

“颈”和“链”问题。如图２（ｂ）所示，点狆１与点犲、犳、

犵有“靠近”趋势，与点狆２和狆３有“分裂”趋势；点

７９
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狆２与点犪、犫、犮有“靠近”趋势，与点犵、狆１和狆３有

“分裂”趋势；点狆３与点狆２、犮、犱有“靠近”趋势，与

点狆１和犲有“分裂”趋势，故空间簇之间形成的

“颈”可以有效区分，“链”问题的解决也与此类似。

最后，每个通过Ｄｅｌａｕｎａｙ三角网的边连接的子图

均视为一个空间簇，模拟的聚类结果如图３所示。

　
图２　局部长边的删除及局部凝聚力分析

Ｆｉｇ．２　ＲｅｍｏｖａｌｏｆＬｏｃａｌＬｏｎｇＥｄｇｅｓａｎｄＬｏｃａｌ

ＡｇｇｒｅｇａｔｉｏｎＦｏｒｃｅ

　　　　　　　　　
图３　空间聚类结果

Ｆｉｇ．３　ＳｐａｔｉａｌＣｌｕｓｔｅｒｉｎｇＲｅｓｕｌｔ

１．５　算法复杂度

１）建立 Ｄｅｌａｕｎａｙ三角网，复杂度约束为

犗（狀ｌｇ（狀））；

２）由于三角网中实体的邻接实体个数平均

约为６，所以删除整体长边、删除局部长边、凝聚

力分析的复杂度总和为犗（１８狀）；

３）分析Ｄｅｌａｕｎａｙ三角网的边是否与线障碍

相交时，复杂度也是近似线性。

本文方法的整体复杂度约为犗（狀ｌｇ（狀）），运

行效率较高，能够适应海量数据应用的要求。

２　实验分析

本文设计了两组实验来证明本方法的有效

性：实验一采用两组模拟数据，均在Ａｒｃｇｉｓ９．２软

件中模拟生成，实验结果与ＡＵＴＯＣＬＵＳＴ＋进行

了比较；实验二采用华南某市的污染源数据，其中

河流作为空间障碍，该数据源于我国华南某市环

境保护规划项目（２００６～２００９）。

２．１　模拟实验

模拟数据如图４（ａ）和４（ｂ）所示，ＡＵＴＯ

ＣＬＵＳＴ＋的聚类结果如图４（ｃ）和４（ｄ）所示，本文

方法的聚类结果如图４（ｅ）和４（ｆ）所示。

分析两种方法的聚类结果可以发现：① 本文

方法可以有效地顾及空间障碍的影响，且能够识

别复杂结构的空间簇，能有效避免孤立点、“颈”以

及“链”的干扰；② ＡＵＴＯＣＬＵＳＴ
＋方法虽然可以

顾及空间障碍的影响，但是其聚类结果并不稳健，

易受“颈”和某些短“链”的干扰，同时对于空间簇

内部密度不均匀的情况过于敏感。进一步，将检

图４　模拟数据聚类结果

Ｆｉｇ．４　ＳｐａｔｉａｌＣｌｕｓｔｅｒｉｎｇＲｅｓｕｌｔｓｏｆＳｉｍｕｌａｔｅｄＤａｔａｓｅｔｓ

验本文方法的实用性。

２．２　实际应用

采用我国华南某市的污染源企业分布数据库

来验证本文方法的实用性。图５（ａ）显示了污染

源企业的空间分布，线实体表示该区域的主要河

流，视为主要的空间障碍。数据来源于我国华南

某市的环境保护规划项目（２００６～２００９），其中一

项内容即进行相关监测机构的空间位置选址，其

一方面需要考虑污染源企业的集中分布特性，另

一方面也要顾及空间可达性。本文采用顾及障碍

约束的空间聚类方法来为这一问题提供辅助决

策。图５（ｂ）显示了本文方法不考虑空间障碍时

的聚类结果；图５（ｃ）显示了本文方法顾及河流障

碍时的空间聚类结果；图５（ｄ）给出了 ＡＵＴＯ

ＣＬＵＳＴ＋方法的聚类结果。分析本文方法的实

验结果可以发现，当没有顾及河流障碍时，Ｉ区域

作为一个大簇存在，虽然满足传统意义的空间集

聚分布，但是由于河流障碍的存在，其内部的空间

８９



　第３７卷第１期 石　岩等：一种顾及障碍约束的空间聚类方法

可达性存在差异，可能给实际的监测工作带来一

定的不便。而顾及障碍后，Ｉ区域被划分为４个

较小的空间簇，其内部的空间可达性较强。同时

进一步分析这些空间簇的环境特征，对于环境保

护中的污染控制以及关联分析将具有一定的指导

意义。ＡＵＴＯＣＬＵＳＴ＋ 方法的聚类结果与本文

方法基本一致，也从另一个方面验证了本文方法

在实际应用中的可靠性。结合§２．１的实验内

容，可以充分说明本文方法可适应更为复杂的空

间聚类操作。

图５　实际数据聚类结果（×孤立点）

Ｆｉｇ．５　ＳｐａｔｉａｌＣｌｕｓｔｅｒｉｎｇＲｅｓｕｌｔｓｏｆＲｅａｌｌｉｆｅＤａｔａｓｅｔｓ（×ｏｕｔｌｉｅｒ）

３　结　语

１）本文方法可以有效地顾及空间障碍的影

响，能够适应复杂的空间聚类操作；

２）本文方法不需要人为输入参数，具有良好

的自适应能力。

进一步地，将在实际应用中检验本文方法的

适用性以及研究空间聚类结果的定量评价方法。
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