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Fig. 2 Network Structure of NBC
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Fig. 3 Network Structure of SNBC
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Fig. 4 Tree Structure of TAN Classifier’s

Feature Nodes
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Fig.5 Three Steps in Constructing BAN Utilizing Conditional Independence Test and
Graph Structure of BAN Classifier’s Feature Nodes
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An Improvement of Naive Bayesian Network Classifier for Remote

Sensing Images Based on Mutual Information

TAO Jianbin' SHU Ning' SHEN Zhaoging*

(1 School of Remote Sensing and Information Engineering, Wuhan University, 129 Luoyu Road, Wuhan 430079, China)

Abstract; This paper proposes an improvement of Naive Bayesian classifier-selective Naive
Baysian classifier together with two enhancement of Naive Bayesian classifier-tree Augmen-
ted Naive Bayes and Bayes Augmented Naive Bayes. We constructed these classifiers for re-
mote sensing images based on the mutual information between bands, and compared their
performance with the NBC.

Key words: mutual information; analysis of conditional independence; Bayesian network

classifier; remote sensing images; classification

About the first author: TAO Jianbin, Ph.D candidate. majors in intelligentized interpretation of remote sensing images.

E-mail: taojb_whu@ 163. com

(EB% 204 R)

Space Resection of Line Scanner CCD Image Based

on the Description of Quaternions

YAN Li* NIE Qian' ZHAO Zhan'
(1 School of Geodesy and Geomatics, Wuhan University, 129 Luoyu Road, Wuhan 430079, China)

Abstract: The theory of quaternions is introduced into the field of photogrammetry. A new
method which uses quaternions to describe the position and attitude of line scanner CCD im-
age is presented. Firstly the quaternions are used to describe the rotation matrix in the algo-
rithm. Then, the strict collinear equation is linearized, and at the same time the iteration by
correcting characteristic value can effectively overcome the strong interrelationship among
exterior elements. The numerical experiments were done. Results show the correctness and
reliability of the method.

Key words: quaterion; CCD image; space resection
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