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多个粗差定位的抗掩盖型犅犪狔犲狊方法

归庆明１，２　李新娜１

（１　信息工程大学理学院，郑州市科学大道６２号，４５０００１）

（２　信息工程大学测绘学院，郑州市陇海中路６６号，４５００５２）

摘　要：在综合利用先验信息与观测信息的基础上，提出了多个粗差探测的Ｂａｙｅｓ方法。为了有效地防止掩

盖和湮没现象的发生，在分析掩盖和湮没现象发生原因的基础上，从识别向量的样本相关系数阵的特征结构

出发，提出了多个粗差定位的抗掩盖型Ｂａｙｅｓ方法，并设计了相应的算法———自适应 ＭＣＭＣ抽样算法。
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中图法分类号：Ｐ２０７

　　文献［１］针对文献［２，３］提出的粗差探测

Ｂａｙｅｓ方法涉及一系列事件后验概率的繁杂计

算，且没有给出判别粗差的后验概率值的阈值以

及粗差估值的方法的缺陷，基于识别变量的后验

概率提出了一种新的粗差探测Ｂａｙｅｓ方法，并设

计了一种 ＭＣＭＣ（Ｍａｒｋｏｖｃｈａｉｎｍｏｎｔｅｃａｒｌｏ）抽

样方法以计算识别变量的后验概率值。笔者通过

大量试验证实，对某些观测数据，若直接采用该方

法进行粗差定位可能产生掩盖和湮没现象，从而

导致粗差探测失败。进一步分析发现，ＭＣＭＣ抽

样对初始条件比较敏感。当初始条件把含有粗差

的观测值视为正常观测值时，ＭＣＭＣ抽样可能会

收敛到错误的后验分布，从而产生掩盖和湮没现

象，导致粗差定位失败。同时，当含有粗差的观测

值之间发生掩盖时，它们对应的识别变量之间是

强相关的，这种强相关性将大大降低 ＭＣＭＣ抽

样的收敛速度［４］，同样也会导致粗差定位失败。

１　识别变量的相关性分析
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对应每个观测值犔犻引入一个识别变量：
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记识别向量δ＝（δ１，…，δ狀）。按照文献［１］，当

狇犻＝^　犘｛δ犻＝１犔｝＞０．５时，认为观测值犔犻含有粗

差，反之，认为观测值犔犻是正常观测值。

以下分３种情况分析和讨论识别变量之间的

相关系数，以获取识别变量之间的相关性信息。

① 当第犻个含有粗差的观测值被第犼个含有

粗差的观测值掩盖时，有犘｛δ犻＝１δ犼＝１，犔｝≈１，

而狇犻≈０，狇犼≈１。如果对应的识别变量之间相互

独立，则应有狇犻＝犘｛δ犻＝１｜犔｝＝犘｛δ犻＝１｜δ犼＝１，
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表２　基于 犕犆犕犆抽样的识别变量的后验概率

Ｔａｂ．２　ＰｏｓｔｅｒｉｏｒＰｒｏｂａｂｉｌｉｔｙｏｆＣｌａｓｓｉｆｉｃａｔｉｏｎＶａｒｉａｂｌｅ

ＢａｓｅｄｏｎＭＣＭＣＳａｍｐｌｉｎｇＡｌｇｏｒｉｔｈｍ

观测值序号 狇犻 观测值序号 狇犻 观测值序号 狇犻

１ ０．０３７３ ７ ０．０３５８ １３ １．００００

２ ０．０４６９ ８ ０．０３５７ １４ １．００００

３ ０．０３６０ ９ ０．０４２７ １５ ０．０６７８

４ ０．０３６４ １０ ０．０３９４ １６ ０．０４９７

５ ０．０３５９ １１ ０．０３６９ １７ ０．０３７８

６ ０．０３５７ １２ ０．０３８３ １８ １．００００

１９ ０．０４９２

表３　基于自适应 犕犆犕犆抽样的识别变量的后验概率

Ｔａｂ．３　ＰｏｓｔｅｒｉｏｒＰｒｏｂａｂｉｌｉｔｙｏｆＣｌａｓｓｉｆｉｃａｔｉｏｎＶａｒｉａｂｌｅ

ＢａｓｅｄｏｎａｄａｐｔａｂｌｅＭＣＭＣＳａｍｐｌｉｎｇＡｌｇｏｒｉｔｈｍ

观测值序号 狇犻 观测值序号 狇犻 观测值序号 狇犻

１ ０．０３６５ ７ ０．０３５７ １３ ０．０６０９

２ ０．０４０６ ８ ０．０３５７ １４ １．００００

３ ０．０３５９ ９ ０．０３８９ １５ １．００００

４ ０．０３６０ １０ ０．０３７４ １６ ０．０４１８

５ ０．０３５８ １１ ０．０３６３ １７ ０．０３６７

６ ０．０３５７ １２ ０．０３６９ １８ ０．０３６２

１９ ０．０４１５

５　结　语

１）在分析掩盖和湮没发生原因的基础上，对

识别向量的样本相关系数矩阵进行特征结构分

析，探寻掩盖和湮没现象发生时观测值对应的识

别变量之间的相关性信息，进而重新选择 ＭＣＭＣ

抽样的初始子集，改进了基于识别变量后验概率

的粗差定位方法。

２）识别变量的引入，不但克服了以往探测方

法的模糊性及探测标准选择的困难，更有利于分

析混入多个粗差后观测值之间的相关性信息。同

时，仅从一个受污染的观测值向量不可能获得观

测向量对应的识别向量的相关系数矩阵或其估

计，而先验信息的利用，又能成功地获得了识别向

量的样本相关系数矩阵，进而采取有效的措施揭

示出隐含其中的相关性信息，这也正是利用先验

信息进行粗差探测的一个显著的优势。
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