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利用高速收敛犘犛犗或分解进行
二维灰度熵图像分割
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（１　南京航空航天大学信息科学与技术学院，南京市御道街２９号，２１００１６）

摘　要：首先，定义了灰度熵并导出了相应的二维灰度熵阈值选取公式；其次，利用高速收敛ＰＳＯ算法寻找二

维灰度熵法的最佳阈值，并采用递推方式避免迭代过程中适应度函数的重复计算；最后，将二维灰度熵的运算

转换到两个一维空间上，计算复杂度由犗（犔２）进一步降为犗（犔）。实验结果表明，与基于粒子群的二维最大

Ｓｈａｎｎｏｎ熵法相比，所提出的两种方法的分割效果具有明显优势，且运行时间大幅减少。
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　　在图像分析与机器视觉系统中，普遍采用阈

值化方法进行图像分割。图像阈值化的关键是快

速选取阈值，实现准确分割。现已提出了大量阈

值选取方法［１７］，其中，最大Ｓｈａｎｎｏｎ熵方法是实

际中常被选用的方法［８１８］。但是，Ｓｈａｎｎｏｎ熵仅

依赖于图像二维灰度直方图中的概率信息，而没

有直接考虑图像中目标和背景类内灰度的均匀

性，因此，对有些图像的阈值分割效果不够理想。

此外，基本粒子群优化算法在搜索过程中易陷入

局部极值束缚，难以保证收敛到全局最优解，还存

在进化后期收敛速度慢和精度低等缺点。

针对上述问题，本文定义了灰度熵。另外，为

提高算法的运行速度，提出了两种方法：① 基于

高速收敛粒子群的二维灰度熵法。在基本粒子群

算法的基础上，采用混沌序列进行初始化，使粒子

遍布整个解空间，再用随机值取代有早熟停滞迹

象时的最优解，实现全局寻优过程的高速收敛。

② 基于分解的二维灰度熵法。通过将二维灰度

熵阈值选取转换到两个一维空间上，使计算复杂

度降低到犗（犔）。

１　基于高速收敛犘犛犗的二维灰度熵

阈值选取

１．１　灰度熵的定义

对于一幅大小为 犕×犖 的数字图像，用

犳（犿，狀）表示图像上坐标为（犿，狀）的像素点的灰

度级，犳（犿，狀）∈［０，１，…，犔－１］。图像的一维直

方图犺（犻）表示图像中灰度级为犻的像素点的数

目，犻＝０，１，…，犔－１，用阈值狋按灰度级将图像像

素划分成目标类犆狅＝｛（犿，狀）｜犳（犿，狀）＝０，１，…，

狋｝和背景类犆犫＝｛（犿，狀）｜犳（犿，狀）＝狋＋１，狋＋２，

…，犔－１｝。

令

狆犿，狀 ＝
犳（犿，狀）

∑
犕

犿＝１
∑
犖

狀＝１

犳（犿，狀）

（１）

则目标类的灰度熵犎狅 定义为：

犎狅 ＝－ ∑
（犿，狀）∈犆狅

狆犿，狀ｌｎ狆犿，狀 （２）

背景类的灰度熵犎犫 定义为：

犎犫 ＝－ ∑
（犿，狀）∈犆犫

狆犿，狀ｌｎ狆犿，狀 （３）

目标类和背景类的总灰度熵为：

犎（狋）＝犎狅＋犎犫 ＝
狑狅（狋）

狌狅（狋）
＋ｌｎ狌狅（狋）－

狑犫（狋）

狌犫（狋）
＋ｌｎ狌犫（狋） （４）

式中，狑狅（狋）＝∑
狋

犻＝０

犺（犻）犻ｌｎ犻，狑犫（狋）＝∑
犔－１

犻＝狋＋１

犺（犻）犻ｌｎ犻，

狌狅（狋）＝∑
狋

犻＝０

犺（犻）犻，狌犫（狋）＝∑
犔－１

犻＝狋＋１

犺（犻）犻。灰度熵越大

（小），类内的像素灰度值差异越小（大）。当总熵

犎（狋）达到最大时，目标类和背景类的灰度趋于均
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匀，此时对应的狋便是最佳阈值狋：

狋 ＝ａｒｇ ｍａｘ
０≤狋＜犔－１

｛犎（狋）｝ （５）

１．２　二维灰度熵阈值选取及快速递推算法

设大小为犕×犖 的图像犳（犿，狀）的灰度级取

０，１，…，犔－１，像素点（犿，狀）的邻域平均灰度级为

犵（犿，狀），图像（灰度级犻，邻域平均灰度级犼）的二

维直方图为狆（犻，犼）＝犺（犻，犼）／（犕×犖），其中，

犺（犻，犼）是（犻，犼）出现的频数，犻，犼＝０，１，…，犔－１。

显然，∑
犔－１

犻＝０
∑
犔－１

犼＝０

狆（犻，犼）＝１。假设阈值向量（狋，狊）将

二维直方图分为图１所示的４个区域，图像的暗

（亮）像素视为目标（背景），则区域０和目标对应，

区域１和背景对应，而区域２和３表示边界点和

噪声点。通常，噪声点和边界点与整幅图像的像

素点相比，数量很少，可假定在区域２和区域３

上，狆（犻，犼）≈０。

图１　二维分割区域

Ｆｉｇ．１　２ＤＳｅｇｍｅｎｔａｔｉｏｎＡｒｅａ

目标类的灰度熵犎狅（狋，狊）和背景类的灰度熵

犎犫（狋，狊）分别定义为：

犎狅（狋，狊）＝ ［犎狅犻（狋，狊）犎狅犼（狋，狊）］
Ｔ （６）

犎犫（狋，狊）＝ ［犎犫犻（狋，狊）犎犫犼（狋，狊）］
Ｔ （７）

目标类和背景类的总灰度熵可表示为：

犎（狋，狊）＝犎狅（狋，狊）＋犎犫（狋，狊）＝

［－
狑狅犻（狋，狊）

狌狅犻（狋，狊）
＋ｌｎ狌狅犻（狋，狊）－

狑犫犻（狋，狊）

狌犫犻（狋，狊）
＋

ｌｎ狌犫犻（狋，狊）　－
狑狅犼（狋，狊）

狌狅犼（狋，狊）
＋ｌｎ狌狅犼（狋，狊）－

狑犫犼（狋，狊）

狌犫犼（狋，狊）
＋ｌｎ狌犫犼（狋，狊）］

Ｔ （８）

如果定义

Φ（狋，狊）＝－
狑狅犻（狋，狊）

狌狅犻（狋，狊）
＋ｌｎ狌狅犻（狋，狊）－

狑犫犻（狋，狊）

狌犫犻（狋，狊）
＋

ｌｎ狌犫犻（狋，狊）－
狑狅犼（狋，狊）

狌狅犼（狋，狊）
＋ｌｎ狌狅犼（狋，狊）－

狑犫犼（狋，狊）

狌犫犼（狋，狊）
＋ｌｎ狌犫犼（狋，狊） （９）

作为二维灰度熵阈值选取方法的测度表达式，则

当准则函数Φ（狋，狊）最大时便获得最佳阈值向量，

即

（狋，狊）＝ａｒｇ ｍａｘ
０≤狋，狊＜犔－１

｛Φ（狋，狊）｝ （１０）

　　为了加快二维交叉熵法的运行速度，可以采

取递推的方式，避免每次都从（０，０）开始计算，从

而使计算复杂度从犗（犔４）下降到犗（犔２）：

狑狅犻（０，０）＝０，狑狅犼（０，０）＝０

狌狅犻（０，０）＝０，狌狅犼（０，０）＝
｛ ０

（１１）

狑狅犻（狋，狊）＝狑狅犻（狋，狊－１）＋狑狅犻（狋－１，狊）－

　狑狅犻（狋－１，狊－１）＋犺（狋，狊）狋ｌｎ狋

狑狅犼（狋，狊）＝狑狅犼（狋，狊－１）＋狑狅犼（狋－１，狊）－

　狑狅犼（狋－１，狊－１）＋犺（狋，狊）狊ｌｎ

烅

烄

烆 狊

（１２）

狌狅犻（狋，狊）＝狌狅犻（狋，狊－１）＋狌狅犻（狋－１，狊）－

　狌狅犻（狋－１，狊－１）＋犺（狋，狊）狋

狌狅犼（狋，狊）＝狌狅犼（狋，狊－１）＋狌狅犼（狋－１，狊）－

　狌狅犼（狋－１，狊－１）＋犺（狋，狊）

烅

烄

烆 狊

（１３）

１．３　二维灰度熵阈值选取的高速收敛犘犛犗算法

基本ＰＳＯ算法
［１７］运算机理简单，需要确定

的参数少，但其初始化大多采用随机分布的策略，

难以保证初始粒子群有较好的遍历性。若利用混

沌序列的随机性和遍历性特点进行粒子群的初始

化，可大大加强算法的搜索多样性。又因 Ｔｅｎｔ

映射比Ｌｏｇｉｓｔｉｃ映射具有更好的遍历性，故采用

基于Ｔｅｎｔ映射的混沌粒子群算法。

Ｔｅｎｔ映射方程为：

β
犽＋１
犼 ＝

２β
犽
犼，　０≤β

犽
犼 ≤０．５

２（１－β
犽
犼），　０．５＜β

犽
犼 ≤

烅
烄

烆 １
（１４）

当Ｔｅｎｔ映射达到迭代序列中的小周期点（０．２，

０．４，０．６，０．８）或不动点（０，０．２５，０．５，０．７５）时，使

用以下扰动方程，使其重新进入混沌状态：

β
犽＋１
犼 ＝

２［β
犽
犼＋０．１×ｒａｎｄ（０，１）］，０≤β

犽
犼 ≤０．５

２［１－（β
犽
犼＋０．１×ｒａｎｄ（０，１））］，０．５＜β

犽
犼 ≤

烅
烄

烆 １

（１５）

　　在上述混沌ＰＳＯ的基础上，增加能有效判断

粒子早熟停滞的方法［１９］，可以进一步增强粒子摆

脱局部极值的能力，提高收敛速度和精度。在粒

子群的每次迭代过程中，当得到的最优解在连续

犖狊次迭代中都无变化时，可认为粒子有停滞的可

能，表明粒子群根据现有的运动轨迹已经或者即

将陷于局部最优解。犖狊 的值可根据求解的问题

规模预先指定。当停滞代数计数器记录的最优解

连续不变的代数犛犵 达到上限值犖狊 时，则说明粒

子可能停滞，即在犖狊 次的迭代中，粒子没有能力

打破“僵局”，跳出局部最优值。此时，为改变粒子

的运行轨迹，将当前最优解的任意一维修改成一

０６０１



　第３６卷第９期 吴一全等：利用高速收敛ＰＳＯ或分解进行二维灰度熵图像分割

个随机值。这样，可减少无效迭代的次数，从而实

现全局寻优过程的高速收敛。

２　基于分解的二维灰度熵阈值选取

根据二维直方图中的二元组（犻，犼）出现的频

数，可以得到像素灰度级和邻域平均灰度级的边

缘分布，分别记为犞犻和犎犼，犞犻＝∑
犔－１

犼＝０

犺（犻，犼），犎犼

＝∑
犔－１

犻＝０

犺（犻，犼）。犞犻和犎犼分别对应原始像素灰度级

图像和邻域平均灰度级图像。令

狑狅（狋）＝∑
狋

犻＝０

犞犻犻ｌｎ犻，　狑犫（狋）＝∑
犔－１

犻＝狋＋１

犞犻犻ｌｎ犻

狌狅（狋）＝∑
狋

犻＝０

犞犻犻，　狌犫（狋）＝∑
犔－１

犻＝狋＋１

犞犻犻

狑狅（狊）＝∑
狊

犼＝０

犎犼犼ｌｎ犼，　狑犫（狊）＝ ∑
犔－１

犼＝狊＋１

犎犼犼ｌｎ犼

狌狅（狊）＝∑
狊

犼＝０

犎犼犼，　狌犫（狊）＝ ∑
犔－１

犼＝狊＋１

犎犼犼

则犞犻和犎犼所对应的一维灰度熵阈值选取准则函

数η犻（狋）和η犼（狊）为：

η犻（狋）＝－
狑狅（狋）

狌狅（狋）
＋ｌｎ狌狅（狋）－

狑犫（狋）

狌犫（狋）
＋ｌｎ狌犫（狋）（１６）

η犼（狊）＝－
狑狅（狊）

狌狅（狊）
＋ｌｎ狌狅（狊）－

狑犫（狊）

狌犫（狊）
＋ｌｎ狌犫（狊）

（１７）

相应的最佳阈值狋、狊满足：

η犻（狋
）＝ ｍａｘ

０≤狋＜犔－１
η犻（狋｛ ｝） （１８）

η犼（狊
）＝ ｍａｘ

０≤狊＜犔－１
η犼（狊｛ ｝） （１９）

在假设二维直方图中边缘和噪声区域２和３的概

率为０的情况下，有：

狑狅犻（狋，狊）＝∑
狋

犻＝０
∑
狊

犼＝０

犺（犻，犼）犻ｌｎ犻＝狑狅（狋）

同理可得：

狑犫犻（狋，狊）＝∑
犔－１

犻＝狋＋１
∑
犔－１

犼＝狊＋１

犺（犻，犼）犻ｌｎ犻＝狑犫（狋）

狌狅犻（狋，狊）＝狌狅（狋），狌犫犻（狋，狊）＝狌犫（狋）

狑狅犼（狋，狊）＝狑狅（狊），狑犫犼（狋，狊）＝狑犫（狊）

狌狅犼（狋，狊）＝狌狅（狊），狌犫犼（狋，狊）＝狌犫（狊）

因此，二维灰度熵阈值选取的准则函数为：

Φ（狋，狊）＝η犻（狋）＋η犼（狊） （２０）

最佳阈值向量（狋，狊）满足：

Φ（狋，狊）＝ ｍａｘ
０≤狋，狊＜犔－１

η犻（狋）＋η犼（狊｛ ｝）＝

η犻（狋
）＋η犼（狊

） （２１）

　　由此可见，求解二维灰度熵阈值可以先分别

求原像素灰度级图像和邻域平均灰度级图像的一

维灰度熵最佳阈值，再将其组合为二维最佳阈值，

这样就避免了在较大的二维空间犔×犔内搜索，

代之以在两个长为犔的一维空间内搜索，因此，

其计算复杂度为犗（犔＋犔）＝犗（犔）。本文算法的

本质是先通过灰度级图像选取阈值，分割出目标，

再通过邻域平均灰度级图像选取阈值滤除噪声，

因而能达到二维分割效果。而在实际中，大多数

图像不能满足所假设的条件，或多或少都会存在

一定的噪声，此时，基于分解的二维灰度熵法与原

始二维灰度熵法的结果并不相同，差别即在于是

否忽略了二维直方图中远离对角线的区域（对应

于噪声和边界），由于基于分解的二维灰度熵法同

时考虑了灰度级和邻域平均灰度级信息，因而对

实际图像尤其是有噪图像的分割会取得更好的

效果。

３　实验与分析

为了验证基于高速收敛ＰＳＯ或分解的二维

灰度熵法的分割效果及其在运行速度上的优越

性，本文针对大量不同类型的灰度级图像，进行阈

值分割实验，并将基于高速收敛ＰＳＯ的二维灰度

熵法、基于分解的二维灰度熵法与文献［１７］提出

的基于基本ＰＳＯ的二维最大Ｓｈａｎｎｏｎ熵法进行

了比较，发现本文提出的两种方法都具有明显的

优势，相应的最佳分割阈值及运行时间列于表１。

现选取其中的两幅图像加以说明，分别为车牌图

像和遥感图像。实验是在ＩｎｔｅｌＣｅｌｅｒｏｎ?２．９３

ＧＨｚＣＰＵ和５１２ＭＢ内存微处理器、Ｍａｔｌａｂ７．１

环境中进行的。

从图２可以看出，由于最大Ｓｈａｎｎｏｎ熵方法

仅依赖于图像二维灰度直方图中的概率信息，而

没有直接考虑图像中目标和背景类内灰度的均匀

性，因此，对有些图像的阈值分割效果不够理想。

例如，对于车牌图像中的字符“苏 Ａ”遥感图像中

的河流形状，文献［１７］算法不能将其分割出来。

而本文提出的基于高速收敛ＰＳＯ的二维灰度熵

法和基于分解的二维灰度熵法均可将上述部分较

准确地分割出来，分割效果明显优于文献［１７］算

法。这是因为灰度熵与仅基于直方图分布的最大

Ｓｈａｎｎｏｎ熵不同，它不仅利用了直方图中的概率

信息，而且直接反映了目标和背景类内灰度值的

差异，灰度熵越大，类内的像素灰度值差异越小。

当总灰度熵达到最大时，各类内灰度趋于均匀，据

此选取的阈值改善了分割图像中区域内部的均匀

性和边界形状的准确性。

１６０１
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从表１可以看出，相比文献［１７］算法，本文提

出的两种方法所需运行时间大幅减少。其中，基

于高速收敛ＰＳＯ的二维灰度熵法的运行时间是

文献［１７］算法的３０％～４０％，而基于分解的二维

灰度熵法的运行时间只有文献［１７］中方法的

１５％～２０％。这是因为高速收敛ＰＳＯ是对基本

ＰＳＯ算法的改进，在基于Ｔｅｎｔ映射的混沌ＰＳＯ

的基础上，用随机值取代有早熟停滞迹象时的最

优解，实现了全局寻优过程的高速收敛；而基于分

解的二维灰度熵法，则将二维灰度熵阈值选取转

换到两个一维空间上，大大降低了计算复杂度。
图２　３种方法的阈值分割结果

Ｆｉｇ．２　ＴｈｒｅｓｈｏｌｄｉｎｇＲｅｓｕｌｔｓｏｆＴｈｒｅｅＭｅｔｈｏｄｓ

表１　３种方法的分割阈值及运行时间比较

Ｔａｂ．１　ＣｏｍｐａｒｉｓｏｎｏｆＴｈｒｅｅＳｅｇｍｅｎｔａｔｉｏｎＡｌｇｏｒｉｔｈｍｓ

图像及分割结果
文献［１７］算法 基于高速收敛ＰＳＯ的二维灰度熵法 基于分解的二维灰度熵法

阈值 时间／ｓ 阈值 时间／ｓ 阈值 时间／ｓ

车牌 （１２８，１２７） ０．８８ （６７，７４） ０．３９ （６６，６７） ０．１７

遥感图像 （９３，１８５） １．６３ （１６６，１６８） ０．６０ （１６２，１６３） ０．３０

４　结　语

１）本文定义的灰度熵与现有的基于直方图

分布的最大Ｓｈａｎｎｏｎ熵不同，它不仅考虑了直方

图中的概率信息，而且直接反映了图像中目标和

背景类内灰度值的差异，当总灰度熵达到最大时，

各类内灰度趋于均匀。根据导出的二维灰度熵阈

值选取公式选取最优阈值，改善了图像分割效果。

２）本文提出的基于高速收敛ＰＳＯ的二维灰

度熵阈值选取方法，利用高速收敛ＰＳＯ算法寻找

二维灰度熵法的最佳分割阈值，并采用递推方式

避免了迭代过程中适应度函数的重复计算，使运

算速度大大提高。

３）本文提出的基于分解的二维灰度熵法将

二维灰度熵阈值选取的运算转换到两个一维空间

上，计算复杂度由犗（犔２）进一步降低为犗（犔）。

实验结果表明，与基于基本ＰＳＯ的二维最大

Ｓｈａｎｎｏｎ熵法相比，本文提出的两种基于二维灰

度熵的方法分割效果具有明显的优势，且运行时

间大幅减少。
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