536 % oM
2011 4E 9 A

B WOR %% -

Geomatics and Information Science of Wuhan University

Vol. 36 No. 9
Sept. 2011

& B B2 W

XEHE.1671-8860(2011)09-1059-05

H I

SERAR S A

I & PSO 84 k4T

YRR AR PG oy R

=

z — 4!

KEEAN

bk

25!

(1 MR Z LR R 27 B2 5 BOR 22 B . B st A 4 29 %5.210016)

W OBEAA AT RERFFE T AR e R SRR R X kA A &R st PSO Lk F 84—

Y SR E IR R AR BA L, FRR d R ‘Kk)’éﬁﬂ&k’ff—‘?kr
B4 OL),

HHB AR L R ER OLY) # —

BHGEL L RE W RERGER
FHRERER.EEATEFHOLERKR

Shannon ¥ i 48 b . BT 3% 4 69 7 A% 7 7% 69 45 Fi%ﬂﬁaﬂj_4t%“ BB AT A R K@

KGR BGF ARG RN SR K ST RIS

FEESES P237.4

FE R AT 5 HL 8 38 R Ge . 3% 3 ok
(B AL 7 2 i AT UG o . TG (L A 1) G B s PR
o 32 B8 {1 o S B oHE A 4 IﬂE&%tﬂTﬁil‘f@J
e BT 30 Hop, £t K Shannon i 7 i &
B v 8 e I s 1E|E,Shannonkﬁﬂl
WA TF MR 4 K B 7 I P A R AT R TR
A HBEE EEG D B AR SN IKE NS
P B I, 6 2 AR Y B R R i AR
PEAh AR PR AL R E R B h G BA
ey 0 W A o 28 X LR TR U B3 4 S B A e i AT
e IE AL e 1T 05 ST 1 RS A A5 e

BEXE 3R IR, AR SO SCT R EER . T Ak
PR RIS AT R T WA O KT
o M SSORE T I A K R . E SR AR TR
S A B SR TR i A0 R AT 0 b Ak S (R T
i A 4 A it 43 [ o P B LA A A 5 T 3
G 1 $5 A A o 520 42 R 00 3o R Y v A 8K
@ FETForfd ) 4K R . Wl IR E
05 5 (L 0 IO 2P 0 1) R A — A 25 () b (T3 R 4
BEFEALE] OCL)

1 E TR PSO B = 4Tk E I
2] {1 158 BX

L1 IRERBIEX
XtF — W KN MOXN 1 8y B S

Y Fs B H:2011-07-05,
T SRR - B 5K A SRR 24 BB I H (60872065)

> s ik A Sk

SOm ) FoR G B AR R Gnsn) IR R S0 K
FEGL, fCnom) € [0, 1, L—1], BRI —4%H
T G FR BGRB8 5 A
i 0u T aeee o L— 1 JRUBR (A ¢ 4 R B 245 P 1415
?ﬁﬂ/\&ﬁﬁ‘*( ={(m,n)| fGm,n)=0,1,+,

MEEEXEC,={(n.n)| fm,n)=t+1,t+2,
...’L—l}o
/?\
m_:fjﬁuig, D
ZZf(m,n)
m=1 n=1
Wﬁﬁ%mmfﬁmeXﬁ
> pualnp.., (2)
(m.n) € (,'”
BEEMKER H, & LN -
Z]mﬂmw (3)
)E(‘
Hﬁ%ﬁﬁ%%mﬁffﬁﬁ
Hm:m+m=wm+muw
u
w”tummw 1)

uy (

A, w, (1) = Eh(i)zlm,‘w (1) = Zh(z)zlnz,

i=t+1

u, () = Zh(z)z,u,(t) = Zh(z)z VR GTEDN

I 5 H0 1 28 TR 2 52 B ) % B

H@ RN R HARSR AT 521 K T4



1060 VRN N S

201149 H

53 BB R ) ¢ A3 2 S AR B ¢
= arg();{lfllxl{H(t)} (5)
1.2 Z#HREMBEERRRESEEE L
BR/INA MXN I EUR [ Gnan) (1K BE 9L
0.1, , L— 1482 5 Gmon) AR IRF 5 K B 9 H
gCmon) s R ORFED i o SBT3 IR BE % ) 1) —
ey HFE R pCi)=hGi,j)/(MXN), Hr,
Rt B AL i, j =0, 1, -+, L—1,

L—1 L—1

IR DD pGa) = 1 BB B (L) H

THEEITE S NE 1 R E 4 A K AR R
OB ZEM R B Fr G5 50O X 0 F B AR X5y,
X sk 1 S0 R i X8R 2 F0 3 R i A SR
W PR A, R MR SR A A R R 1R
R LE BCE AR D TR OE 7R X B 2 X 3
E.pl.j)=0,
J
L1

(I, i % ]
Fig.1 2D Segmentation Area

HARE K B H, (2o s) T 5625 0 K B2
H, (25 53 558 LR
H,(t,s) = [H,(t,s) H,; (¢t,s)]" (6)
H,(t,s) = [H, (t,s) H, (t,s)]" (D
HARISFN T 520 B K B v] 2 m
H(,s) = H,(t,s) +H,(¢t,s) =

[7 u’oi (t95>
w,; (t55)

Wy (taS)
wy (Ls5)

+ Inw, (¢,5) — +

wy (2,9)

u,; (tss) + Inu,; (2,5) —

lnu/)i (t 93)

Wy; (Z ’ S)

- T
u/)j(l‘vs) +lnu/’./([9‘8)] (8)
2R sE X

O(t,s) =— wy (255)

wy (Lss)

W (t75)
Uy (las)

+ lnu, (t,5) —

W (ty5)
Uoj (ts5)

+ lnu, (2,5) —

lnu/,,- (tm\‘) -

Wy, (tvs)

Up; ([9.Y)

M Sy A D R 1 L 3 T 3k e 0 JRE 5 k=0 U

Y eREL D (s ) Fie KB (58 AR A5 5 1 0 (1 1) it
R

+ lnuy, (2,5) €D

(t7,s") = arg max {P(z,5)} (10)

<t,s<<L—1

T IR A R SR s a8 A7 R L AT LR
Bt #1192, 3k B A EB AN (O, OO FRIR T3, A
M 22 B L OCLD) FREE] OL?) .

w, (0,0) =0, w, (0,0) =0
{u(,,»(0,0) — 0, u,(0,0) =0 ab
w, (tss) = w, (tys— 1) +w,; (t—1,5) —
J wy (t— 1,5 — 1) +h(t,s)tlns
lw“j(z‘,.\‘) = w, (trs— 1) +w, (t—1,5) —
wy, (¢ —1,s— 1) +h(z,s)slns
(12)
uy (tss) = uy; (tos— 1) +u,; (t—1,5) —
Uy (t—1,s— 1) +h(t,9)t
Uy (Lss) = wy (Lys— 1) +uy (1 —1,5) —
uy; (t—1os— 1) +h(t,s)s
(13)

1.3 THE7R B B E R BN B E S PSO ik

B PSO BiEN 8 LI B 0
(2 8 B A i A R 2 R FREAIL 20 A 1 SR s
RE LLDRTIE R 46 4L A B A8 08 3 1 o o R R
T 7 51 B BEAIL PR3k P P R AT R R B 0 0
A AT RR 5 5k AR R Z R . A Tent
WIS L Logistic W IR H A7 5745 1) i g 4 . R
T Tent W AR MR T HER L .

Tent B J5 F 4 -
28, 0<p <0.5
ﬁfl—{ﬂj A (14
20—8), 0.5<pg <1

4 Tent WS Ik 2 2% A7 51 by /N 8 9 63 C0. 2,
0.4,0.6,0.8) 8 A5 (0,0.25,0.5,0. 75) Bf , fiff
FCA ¥ gh 5 #8  fH FOp AR AR
B =
jZ[ﬁf +0.1 X rand(0,1)],0 << B < 0.5
12[1— (8 4 0.1 X rand(0,1))],0.5 < g < 1
(15)
1 FIRVR T PSO By RLRl b, 39 58 A &40H Wy
L R (W R AT DAk — b 4 ok 4
JI5E = P A AL 1 R 7 o Rt v AT SR BE RIORS BE . TE KL
THEM R GE AT A b, 215 30 B d A i A i
N, WEAC T ERITCAS AL BT W] A A kL A7 45 Hi 1 AT
AE » R WAL HEAR 4 A 19 iz 3h Bk & gl B
VBT R Fe i . N (8 AT AR 35 SR it 1 I
B HE E . R AR T BOaR 10 5% 1Y S A0 A
A RAEL S, B L RAE N, B, DU B R
Tl RefE A BDAE N, A0 R IOA RE
FI )R Wk s Jm i de A . R Sy U kL 1
YIS AT B0 K 2 i e DG A 1 AT — R 1B ol —



55 36 B4 9

R — A4 ORI T e A B PSO B gk AT — 4 J5E A 114553 1 1061

ABEPLE . X R AT 98 TRk A UK AT 52
4 JRy T I e A e A

2 EToME) 4R E RS {EIEE

HRAE 2 B 7 B i e 2 G g B A R
30, AT LAAT 3R 2K BE 25 0 408 3k F- 2 K E 4 11 34

L—-1

oA, A MAE S VORI H, V.= > h(.j) . H,

— VRG> VA H 5% I 58 8 1 R 1

i=0

BGRNAR B 2 K B R R R . 4
t L—-1
Woty — E Vilni, wy, = E Viilni
i=0 i=tt+1
' L1
Uoy — Zvii ’ Upn — 2 Vi
=0 i=t+1
s L1
W) — 2 Hjjlnj,  wy = Z H;jlnj
=0
s L1
Ups) — E H]j s Up) — E Hjj
j=0 j=st1

W VA H ;7 I B — 4 K5 i (5 46 356 T U] oy
By (OF 7 ()N

j=sH1

70 ==t lnuy g, — 2 Inug, (16)

U U

7 (s) =— Lot + Inw,, — L + Inuy,

Uots) Upcs)

17
AHIL ) e B 2 os™ R -

7:(t7) =0fn§l}51{77,(z)} (18)
7 (™) :()'251121{77](5)} (19)

FE A — 4 7 P P 2 R 7 K8 2 il 3 O A
2N 0 M A

w10 = 5 S VA, ilni = o,

i=0 j=0
[F) B AT 45
L—1 L—1

w/,,(t,s) - Z Zh(z,])zlnz — Wyp

i=t+1j=st1

Ui (EaS) = Uiy sty (EoS) =y,
Wy (Le8) = Wyy swy (£55) = Wy,
Uy (248) = Uy sty (£+8) = ey
PRI 4 R R 1 L 328 JB ) T U R 5
O(tys) = 7,(1) + 3, () 20)
S AEBIE ] s O
D" ,s") = Kr}}é}fﬁ{rp(l‘) + ()=
(") + 9 (™) @20
FIHL T 5 20 K 0T e 1
SRFAG R JE G PG 0 S8 8T 2 J 13 % A ) —

Y TR A e A B PR L2 5 o — Yk e A A
XEESLRE S T 7ER R 4 as A LX L R,
RZPIEEW A KN L — e =5 18] 48 &L R L
HitBE 2R R O(L+L)=0(L), ZA&3C&E B
AR JOT R S T8 Ao K R RS IO L 43 8 E A
TH 3 o 4 - 2 K R O R AR 3 T 5] 1 00 ok e 7
DAL T S 3 4 oy FIROR . AR SEBR T, K24
FURAS BE T 2 P B 1) 2% 1, 8 2 sl B8 S AR A
— 7 MM L MR T O i 1Y) A R B A S
Uh 4 R 1 45 SR N A TR 25 S R AE T 2
2T 2 By B R B X 2 DX O
FUEFE R o i T 5T 4 A 0 4 K B vk TR
B 25 P8 T UK B RN AT ST 3 K B A U8, s B ke
S B IS T H 2 A7 W AR Y 23 ) 25 RS B 4P /Y

3 WSS

N T R UE I T S PSO 8 4 i i 4
TRBE R 125 1 3 B R B AR S8 A7 O RE b Y R A
P S AR SCER X R S AN ) 270 1) R B A 326 AT 1
{EL 5381 S0 L I K T v 8 PSO Y — 4k i B
3 T A R K R R S Sk [ 17 18
)3 F A PSO /) =4k iz K Shannon % 7% #E17
TR B SCAR B R iR AR LA B Y
D3 A I 1 Fe A 43 0 B BB AT )8 T R 1
B I ) R O LG A U B 43 1 Sk B R
G ME KK . L5 2 #E Intel Celeron 2. 93
GHz CPU f1 512 MB N {7 4b B 2% . Matlab 7. 1
78 SR BN

ME 2 77 LG H o HF B K Shannon 4 J5 1%
IR T R = 2 IR B B B b i A B T
WA HEH R EG b B AR AT S 2K E 385
P BRIL X6 A 2 AR 11 10 A 43 1 s8R R 8 AR
B, Xt F 25 R P R AT B KRR
FRRT I T AR s SOk D17 J 330 1 AN 8 3L 40 1 s ke
T AR 34 M 1) 35k T 8 U 8 PSO 1 2 IR B2 i
T RAE T 40 iR ) 4 R B A 1 A R B AR R 4 A
YA 23 0 L Ok A3 EICR B B A SCmk[17 )8
o BOIE B Ry R B 5 AN B B4 A R
Shannon AN [, B A A T H 7 B o i #E %
SN TNENEE: A N EER T = S /R (=N L)
P55 K P RO L 2 DN AR R K B (R 25 R
2 RR B 8 B S5 KR A S N R B T R AT L
1P 36 JBCAYY (5 2003 T 4 G v DX 3 1 245
PRI 1 ST AR 0 o P



1062

WK

fmEF

201149 H

T AT RLE A B SRR 17 1583, AR SCd
B T RR s BT 38 AT I ] R e b o, g
T st PSO B 4 i B i 125 109 38 17 st 1) S
SCHRCL7 TR AY 30 %6 ~40% . 1 3 T 20 ff 1) — 4k
IR ¥ W B AT e ) AT SCRR 17 v O vk
15%0~20% . X% P Ry i Ui 81 PSO 2 X 36 A
PSO Sk el ik, 76 56 F Tent B A9 1R I PSO
0 ik T AL AR A 7 A5 il 38 4 1 ) e
DA ST 42 Jmy 00 2o A %) v S s T 2k 43
figp A 2k G R 0 D K R s ARk B
R R R 1 S NN A W -

©

Y
(d) F= TR — 4l L

LTSl PSO ) 4
TR PR E oy B 25 R Lo E 4 R
B 2 3 oy ik i) BYE 4y F 45 %

Fig. 2 Thresholding Results of Three Methods
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Two-Dimensional Gray Entropy Image Thresholding Based on Particle Swarm
Optimization with High Speed Convergence or Decomposition

WU Yiquan' ZHANG Xiaojie! WU Shihua' JI Shouxin'
(1 College of Information Science and Technology, Nanjing University of Aeronautics and Astronautics, 29 Yudao Road,

Nanjing 210016, China)

Abstract: The method of threshold selection based on two-dimensional maximal Shannon en-
tropy only depends on the probability information from gray histogram of image, and does
not immediately consider the uniformity of within-cluster gray scale. Thus a two-dimensional
gray entropy thresholding method based on particle swarm optimization (PSO) with high
speed convergence or decomposition is proposed. Firstly, gray entropy is defined and the
corresponding formulae for threshold selection based on two-dimensional gray entropy is de-
rived. Then, particle swarm optimization algorithm with high speed convergence are used to
find the optimal threshold of two-dimensional gray entropy method. The recursive algorithm
is adopted to avoid the repetitive computation of fitness function in iterative procedure. As a
result, the computing speed is improved greatly. Finally, the computations of two-dimen-
sional gray entropy are converted into two one-dimensional spaces, which make the computa-
tion complexity further reduced from O(L*) to O(L). The experimental results show that,
compared with two-dimensional maximal Shannon entropy thresholding based on PSO, the
proposed two methods can have much superior segmentation performance and their running
time is reduced significantly.

Key words: image segmentation; threshold selection; two-dimensional gray entropy; particle

swarm optimization with high speed convergence; decomposition; recursive algorithm
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