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(blind signal separation, BSS)
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Fig. 4 Distribution Statistics of Signals and Their Kurtoses
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—Ju 24.9 36.7 19.9 31.0 15.0 2.8 30.7 41.7 22.6 34.6

exp(u) 2.7 38.2 20.8 322 14.3 2.0 52.6 60.8 28.6 39.8
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Abstract. A class of new infinitely many independence measures named quasi-entropy (QE) is

proposed, in which strictly convex functions are used to evaluate the unifomity of the joint probability of

the variables. In QE, none of priori assumptions is made on the shape or statistical features of the

distribution functions of mntinuous variables but unbiased estimates of the values of distribution fun ctions

are obtained from the samples. Thewrfore, blind separation algorithms based on QE can separate signals

with arbitrary continuous distributions, including those with zero kurtoses. The superior performance of

the QE-based algorithms is verified by comparison experiments with previous algorithms.
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