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因子分析用于对单元分类时

与聚类分析的比较

吴 纪 桃

摘 要 戒
.

本文分四种情况将因子分析用于分类时与聚类分析进行了比较
,

弄清了它们之间的联系和可能发生

的差异
,

并导出了三个控制这种差异的不等式
,

对一些以前仅有直观感觉的事实得出了理论上的依据
.

【关键词】 因子分析 ,聚类分析 .公因子方差 ;卿值

在专题制图中
,

常常需要对样品单元进行数字分析
,

定量地确定各样品单元之间的亲疏关系
,

并按此关系进行分类
。

以前常用的方法是聚类分析
。

近来越来越多地使用因子分析来对样品单元

进行分类
,

在近期出版的国内外专题地图集上
,

可 以看到用因子分析法得 出的各种分类地图
、

区划

图等
。

但是
,

用因子分析与用聚类分析方法得出的结果会有较大差别吗 ? 在分类的闭值确定后
,

这

种差别最大不超过什么范围 ? 这种差别与什么因素有关 ? 这些问题对因子分析在制图中进一步的

应用来讲有着显著的实际意义
,

但至今尚未见到有关的讨论
。

下面试对以上间题作一些探讨
.

丈

用单元间的平方和— 交叉和矩阵作因子分析

设
,

乙是原始数据阵
,

其中 , 是指标数
, “
是制图区域中的地区单元数

·

X 是经过行标准化得到

的标准化数据阵
,

也即
:

若 x 二低
, )

,

Y = (势 j )
,

夕
`

是 y 的第 `行数据的平均值
,

“ 是 y 的第 `行数据的

离差平方和被
材
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单元间的平方和—
设 已求得 月 ,

d
,

使得
:

交叉和矩阵为粤xl x
,

用它来反映单元间的差异
。

对此短阵作因子分析
,

尹

夕

. X , . X .

生 x , x 一 , ,
,

+ ,

p

( 1 )

对角线元素是特殊因子方差
,

月 是载荷矩阵
。

a 一 2

几o

一一d这里

J . _

_
` _ _ .

T
a ’ ( 1》

!
若记 犬一 `义 ` ” ’

义
·

” 月一

】{ }
L口

’

( . ) J

则 ( 1) 式可写成
:

,

1
L一

: `z j 少 =
P

( a ` ( ` ) a ( , )
) + d = ( a , ( ` ) a ( j )

+
口` Z d`j ) ( 2 )

扭
: : ,

…
, z 。

代表制图区域中的儿个单元点
, 。 ( , ) , 。 ( : , ,

…

下的坐标
。

石护 j
, 。 ( . 、

就是几个单元点在新的坐标系 (即因子轴 )

11八11ù

一一
.O

.

1 用单元间的夹角余弦作为分类的相似系数

设分类的阑值为 护
,

即当类与类间的相似系数大于等于 y 则并为一类
,

小于 y 则分为二类
。

类间

的相似系数取元素间的相似系数的最大者
。

这样
,

在原空间中
,

第 `与第 J单元间的相似系数为
:

, : ` , 艺 `

C O石U汀 ~ 气了一 , 不一一一下产尸一下
!l 为 }1

.

1! 万 j ll

在因子空间中
,

第 `与第 j 单元间的相似系数为
:

e os r o ,̀
=

口 ( ` ) C ( j 》

立 由 ( 2 )式
:

c

殉氏
, =

1

下
劣`劣 ,

二 }}
v 尹

由此式可以看出

值上增大了
。

x `

}}
2 一 a矛

· : J
}}

2 一 好

: ` 忿 j

了!I
: `

!I
’ 一 那矛了 l{

x ,
.}

’ 一 ,时

,

在因子空间中
,

所有的单元间的夹角余弦都比在原空间中的夹角余弦在绝对

试

由此式还可看出
,

如果所有的特殊因子方差
a `

( `二 l
,

…
, 。 )都很小

,

接近于零
,

则
c os ,.0 j

就与
c os 氏相差很小

,

所以此时用因子分析所作的分类结果与直接聚类分析的结果是一致的
,

否则用因子

分析所作的分类结果就与直接聚类分析的结果不一致
。

那么对于给定的阂值 v , 。 `
(`~ 1

,

…
,

幻应小

到什么程度
,

才能保证这两种方法得出的结果一致
。

为方便起见
,

这里只讨论相似系数非负的情况
。

若
c os 内》 y

,

即在聚类分析时将第 `
,

J单元分为同一类
,

由于 co s了氏 )
c os 氏, ,

所以有
:

e

os, o
`,

) y
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即在因子空间中也将第 i
,

夕单元分为同一类
。

这说明在原空间中用聚类分析分为同类的单元在因子空间中仍然保持同类
,

此时对
。 `

( i一 l
,

…
, 、

)没有要求
。

若 co iso
, < 尹

,

即在聚类分析时将第 i
,

J 单元分为不同类
,

要想在因子空间中也使这两单元分为

不 同类
,

必须保持
:

e o s , 0`j ( y

e o s , 0 ` : 一 1,

` 二 二 ) 竺一节下尸一 <沌 勺- 丁不尸
c o s U` J c o s 以`j

x
;

: ,

l
=< ” 7 而下于舜

一

石商示于舜 /
y

e o s o
` ,

整理得
:

}
l 一 , -

浮认 {(
, 一 , 下军石 { > 旦旦互旦旦

、 ! } 从 ! l
一

产、 }} z J ! l
一

产 y

( 3 )

也就是说
,

要使用因子分析方法分类在第 i 与第 j 单元上有与聚类分析同样的结果
, a ` , , a

产必

须满足 ( 3) 式
。

从 ( 3) 式中分析得知
, a产

, 。 , 2

的取值大小与
。 os 众

,

与 y 之比的大小有关
。

若
c os 气.J/ 很

小
,

说 明 co iso
,

比 y 小很多
,

第 `
,

j 单元 间的
“

亲密
”

程度与规定的
“
不亲密

”

的标准 下 比差很 多
,

此时

氏 2 , 。 万2

可适当大一点
; 如 co so .i/ y 较大

,

甚至接近 l
,

说明第 `
,

j 单元间
“

亲密
”
程度趋于临界值 y

,

此

时稍有误差就会引起结果的改变
,

所以
,

应取 砰
,

内
,

很小
。

这个结论和我们直观想象也是相吻 合

的
。

入

1
.

2 用单元间的欧氏距离作分类的相似系数

设第 i
,

J 单元间的距离的平方为
:

毗 一 }}
x `
一 孔

在因子空间中
,

第

此

由 ( 2 )式
:

i
,

少单元间的距离的平方为
:

( f ) a (` )
一 a ( J )

a ( ` )

}}
’

+ }}
a ( j )

}1
’
一 Za

飞
`》 a ( , )

走

毗 f( ) - 二 }}
1

十 一
1

`

一 Z 一
x . x j 一 〔 a 户+

a夕)
P

二 】}
: `
一 : ,

}}
’ 一 ( a矛+ a

了)

此 一 (时 + 好 )

由上式可以看出
,

如果
。 ` 2 , a j Z

很小可略去不计
,

则 心
,
一沁

, 2
( j)

。

此时虽然在因子空间中两单元

的距离发生了变化
,

但只是将每两个单元间的距离缩小到

书
倍

,

而并不改变单元间的点位关系
,

一 ’

一 ” 一一
`

一
’

一 ” 一
` ’

一
’

“ ”
’

“ 一
’ ` 一 `

一 ” 一
` 一 `

了下
’

一
` ’

~
`

”
-

一一
’ ` 一

’ ` 一 “ … 一一
’ ` ’ `

故此时使用因子分析所作的分类结果与聚类分析的结果应是一致的
。

如果
a `2 , 。 J’

较大
,

则不能忽

略
,

有
:

夕d
`5 2

( f ) ( 汉`5 2 。

与 1
.

1 节中情形类似
,

此时在因子空间中所作的分类有可能将原来聚类分析时分为不同类的

两个单元分为同类
。

为此
,

必须将
a ` 2 ,

几
2

限制在一定小的范围内
。
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设 尹 为分类的闭值
,

则当 心
,

> 尹 时
,

第 `
,

J单元分 为不同类
,

反之分为同类
。

现设 心
,

> 护 ,

即在

原空间中
,

`
,

j 两单元在不同的类
,

要使在因子空间中这两单元也分为不同类
,

需使

尹己乙( f ) > 己2

即
:

d乙一 p己乙( f ) < 汉乙一 己2

整理得
:

p ( a矛十 好 ) < d愁一 d Z
( 4 )

故
。 ` 2 , q , ,

要满足 (们式所限的范围
,

才能使聚类分析与因子分析得到同样的结果
。

分析 ( 4) 式

可知
。 ` 2 , a J Z

的大小限制是依 毗与 尹 的差而定的
:
峨 ,一尹 大

, ,

则 时
, a j ,

也可相应大而不改变分类结

果 ;己` , ,
一 己

,

小
,

则 a ` , , 。 , ,

就应很小
。

对于选定的 d
, ,

所有大于 汪,
的 法` j ,

中的最小者若记为 D , ,

WIJ 在因

子分析时若每两两单元的特殊因子方差满足
:

尹( a ` 2
+

J , 2
) ( 刀 2 一 记2

则可断言在此因子空间中分类的结果与聚类分析的结果是一致的
。

_

人

2 用单元间夹角余弦阵作因子分析

设原始数据 y
,

同样作标准化得到 X
。

由于标准化过程是对 y 的行所做的
,

也就是对各变量
护 X 一 护减 .

, . , , .

~ 一 _
. _

. _ _ , ,

~
. , 、 , 、 _

_ 一
,
二 , _ _`

, . 、
, ,

. 、 .

一
.

~
. _

_
, , ` ,

~
_ 、 _

, _

一 _ , _
. .

一一 1
_ 。 .

做的 (在应用上对 y 的列往往不宜做标准化 )
,

所以在上一段中用的
“
平方和

-

— 交叉和
”
矩阵音 x ,

’
叭 “ 砂 “

协一
产 ’ J

一
` ’ J 一 “ J 产 资

一 协
一

’
一

~
’
叭

F J ” 卜
『。 ”

产 / ’

~ 一一 ~
’ 产 ’ J M J ’ 产碑 ’ ”

~ 一
’ n 声

~
’
丁 P 一

x 的对角线元素不是 l
,

不利于解释
。

因此在应用上对单元分类更常用的是用单元间的夹角余弦阵

作因子分析
。

设单元间夹角余弦阵
x `I 劣 ,

且经过因子分析 已求得一组 月
,

d
,

使得
. X , . X .

R ~ 鸿A
,

十 乙

_

革 记

叮n甘

一一d

上式可写成
:

: ` , 名 ,

:
川

·

}}
: ,

二 ( a飞
` ) a ( j ,

) + d ( 5 )

2
.

1 用单元间的夹角余弦作分类的相似系数

这时
,

第 落,

j 单元间的相似系数为
:

试
e o s o ` j -

艺 ` z j

而在因子空间中
,

第 ￡
,

少单元间的相似系数为
:



e o Is O
, j

a 护 ( ` ) a ( , )

a ( ` )

{}
·

{l
a ( , )

由 ( 5 )式可得
:

e os r o
` s =

c仍几

了 l 一 a ` ,
了 1 一 a J ,

沐

由此式可知
,

当 时
, 。子很小几乎为零时

,

用因子分析分类的结果与聚类分析的结果是一致的
;

当 砖
,

时较大时
,

co s ,.0 , > co so
` , ,

这时就有可能将原来分在不同类的单元分为同类了
。

设 v 为分类的闭值
,

与 1
.

1节情形类似
,

这里也只讨论 co s o。非负的情况
。

看看时
, a , ,

应有什么

限制能保证聚类分析时分为不同类的单元在因子空间中也分为不同类
。

现设 c os 众j < :
,

即在聚类分析时将第 i
,

J 单元分为不同类
,

要使在因子空间中也将这两单元分

为不同类
,

须
:

e o sl 氏s < 夕

也即
:

了r 二了
.

了「丁可 > `竺玉 (6)

也就是说
,

时
,

价
2

若满足 ( 6) 式
,

就能保证这两种分类方法在第 `
,

J单元上的结果是一致的
。

从分析 ( 6) 式还可知
:

时
,

好 的大小是与
c os 口

`,
与 y 的比值的大小有关的

。

若在聚类分析中
,

类间

的界限明显
,

趋于临界值 , 的
。

os 氏很少或没有
,

这时就可以对所有两两单元 `
,

夕取 c os 众,
中最大者

,

记为 L
,

那么只要所有的 时
,

时满足
:

人

L
了 1 一 时

.

认 i 一 时 奋> 一
尹

( 7 )

就能保证在因子空间中的分类结果与聚类分析的结果一致
。

若类间差别不大
,

取出的 L 离 少就很

近
,

L l/, 很小
,

砖
,

好也必须很小
。

这样
,

在因子分析中就不容易使每两两 时
,

时都满足 ( 7) 式
,

从而就

会导致与聚类分析不一致的结果
。

2
.

2 用单元间的欧氏距离作分类的相似系数

丈
这时

,

第 派,

J单元间的距离的平方
:

此 一 1}
r

一 构

在因子空间中
,

第 i
,

j 单元间的距离平方为
:

`已( f ) 二 }l
a ( ` ,

一
a ( , )

}1
2

~ 1l
a (` ,

l}

由 ( 5 )式有
:

晓 ( f ) = 1 一 a子+ l 一 心 一 2

+ }}
a ( J )

}}
2
一 Za

;
`) a ( ,》

z
;
二 J

}}
z ` : ,

}l
’ , , . _ , 、

~ 目币
一

, 下厂 一 不甲 , 币一 1】 一 、沂 十 仃刀
l} “ 毛 ” ! l肠 !曰 l

由上式可看出
,

即使 时
,

叮很小或接近于零
,

因子空间中两单元间的距离也和原空间中的两单

元间的距离不相等
,

单元间点位关系发生变化
,

此时用因子分析分类与直接用聚类分析分类就在结

果上可能有较大差别
,

在应用中应加以注意
。
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3结束语

争 综上所述
,

在我们讨论的四种情形中
,

前三种情形都能在 时… 时 满足一定的条件时保证因子

分析与聚类分析的分类结果一致
,

而且
。 , 2

… a . 2

小的程度是依原空间中类与类间的差别而定的
。

总

体上看
,

因子分析与聚类分析之间的差异均发生在一些属性不太确定的过渡性单元上
。

因此
,

在应

用 中
,

使用因子分析对样品单元分类
,

其结果与聚类分析是不会有本质差别的
。

在地图制图中
,

我们经常需要将分类过程与依据在平面上用散点图或三角形图表表示 出来
,

但
z ,

…
2 .

是 p 维点
,

当变量个数 p ) 4 时
,

就不能做到这一点
。

而在因子空间中
,

a( , ) … .a(
)

是
,
维的

, , 一

般较小 (2 或 3 )
,

所以可将
升

个单元点
口 ( l ) … 。 .( )

描在平面上或三角形 图表中
,

在图中用肉眼就立刻

观察出分类的结果
。

由于因子轴一般具有实际意义
,

所以从图上还得到分类的依据
。

从这个意义上

讲
,

在地图制图中用因子分析方法对地区单元进行分类是合理可行的
。
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