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岭 估 计 及 其 应 用

黄 幼 才

摘 要

最 小二 未估计是最 小 无偏 估计
。

平 差后
,

观 测值 的残差平方和为最小
。

在法方

程 系数拒 阵 A T
A接近于 单位 拒 阵 ( 拒 阵状态良好 ) 的情况下

,

未知参数的最小二 乘

估值是可靠的
。

但是
,

在法方程 系数阵处于病态的情况下
,

观测 值残差平方和最小

并不能保证 未知参数 估值 的方 差也小
。

岭估计能 缩短未知参数估值与其真值 之间 的

距离
,

即减 少 未知参数 估值的方 差
。

【关键词】 岭 估计 ; 偏度 ; 方 差 ; 可 靠性
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当法方程系数矩阵A
T
A偏离单位矩阵很大时

,

未知参数的最小二乘估值会对很多误差产

生敏感
。

在实际工作中
,

如物理
、

化学
、

测量等
,

人们事先可能对未知数有一定的了解
。

当

法方程系数矩阵状态不佳的情况下
,

用最小二乘法求得平差参数的估 值 往 往 很 不 理 想
。

H O E R L于 1 9 6 2年首次提出了用岭估计的方法来解决这类问题
。

岭估计的基本思想是利用原来

最小二乘估计的数学模型
,

在其法方程系数矩阵 A
T
A的对角线上加上一个很小的正数

。

这个

很小的正数能使法方程系数矩阵的正交性大大地加强
,

减少了其列向量之间的相关程度
,

使

未知参数的估值的精度得到很大的改善
。

由于法方程系数矩阵的对角线上加了一个小正数
,

所以平差后观测值的残差平方和不是最小
。

因此
,

岭估计又被称之为有偏估计
。

二
、

岭估计数学模型

设观测方程的数学模型为

L = A X + ￡

L是观测值向量
,

A是观测方程系数矩阵
,

X 是未知参数向量
,

量
,

它的期望值为零
,

方差为 a Z I
。

( 1 )

￡ 是服从于正态分布的误差向
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未知参数X 的最小二乘估计为

X 二 (A
T

A)
一 `

A
TL (2)

平差后
,

观测值残差的平方和为

小( X ) = ( L 一 A X ) T ( L 一 A X ) ( 3 )

未知参数估值 X 的方差是

V a r ( x ) = a Z
( A T A )

一 `
( 4 )

文与其真值 x 之间的欧氏距离可以写成下式

S么 = ( X 一 X ) T ( X 一 X )

5
2

的期望值为

E ( 5 2 ) = a Z t r a e e
( A

T A )
一 `

未知参数最小二乘估计的欧氏长度为

( 5 )

E ( X T X ) 二 X
T
X + a “ 甘 a e e ( A

T
A )

一 `
( 6 )

其中 t r ac e 是迹的意思
。

( 6 ) 式表明未知参数的最小二乘估值的长度与其真值的长度 的 差

别是与其协方差矩阵 ( A T A )
一 ’
的迹有关

。

迹越 天
,

未知参数的估值偏离其真值 的 程 度 越

大
。

距离5
2

的方差为

V a r ( 5
2
) = 2 0 弓 t r a e e ( A

T
A )

一 “
( 7 )

由于法方程系数矩阵 A
T
A是实对称矩阵

,

对矩阵 A T A进行正交变换不会改变其迹的大小
。

由

此
,

距离 S
“

可以表示成矩阵 A
T
A的特征值的函数

r

E ( 5
2

)
二 a “

习 ( 1 /入
. )

i = 1

( 8 )

p 是未知参数的个数
,
入` 是矩阵 A

T
A 的特征值

。

比较 ( 5 ) 式与 ( 8 ) 式可以看 出
,

矩 阵

( A T A )
一 ` 的迹的大小是与特征值 入.

大小成反比
。

同样
,

距离 5
2

的方差可以表示为

V a r ( S , ) = Z a `

习 ( 1 /入
: )

2
( 9 )

( 8 ) 式表明未知参数估值 X偏 离其真值的程度取决于法方程系数矩阵的特征值大小
。

当法

方程系数矩阵处于病态
,

也就是说某些特征值很小的情况下
,

用最小二乘估计的方法是不可

能得到未知参数的精确估值
。

加大法方程系数矩阵的特征值或减小协方差矩阵的迹是改善平

差参数估值的精度的关键
。

H O E R L 于 19 6 2 年首次提出用岭估计来解决这类问题
。

岭估计一

般数学表达式可以写成

X . 二 〔A T A + K l〕一 ! A T L =
W A T L ( 10 )

K是大于零的小数
,

W = 〔A T A + K l〕
一 ` 。

下面推导未知参数 X 的岭估计 X . 与 最小二乘估计 X 的关系式

又
, = 〔A T A + KI 〕一 ,

A几抓 A T A + KI 〕
一 , 〔 ( A T

)A
一 ,

〕
一 “

( AT )A
一 ,

A
T L

= 〔I P + K ( A
T A )

一 ’ 〕一 ’ X = Z X ( 1 1)



( 1) 1式表明未知参数的岭估计是其最小二乘估计的函数
,

其系数矩阵为 Z
。

由于矩阵w 和 z 是基于法方程系数矩阵 A
T
A

,

故W和 Z 也是正定实对称矩阵
。

通过正交变换

很容易求出矩阵W和 Z 的特征值

入`
(W ) = 1 / (入

. + K ) ( 1 2 )

久: ( Z ) = 入.
/ (久

: + K ) ( 23 )

当K > O时
,

入, . w , < i八
. 。

因此
,

岭估计法方程系数矩阵的特征值大于原来最小二 乘 估 计

法方程系数阵的特征值
。

下面讨论未知参数的岭估计的欧氏长度
。

由 ( 1 1 ) 式知

z 一 ( A
T A + K l )

一 ;
A

T
A

’
( 一4 )

设法方程系数矩阵 A
T
A的全部特征值都不等于零

,

用一正交矩阵 G对 ( 1 1) 式中 Z X进行正交

变换
,

使矩阵Z T Z 变为对角矩阵

X . 二 ( Z G ) ( G
T X ) ( 15 )

此时
,

未知参数的岭估计的长度为

由于 G G
T = I ,

( X . )
T
( X . )

则得

P 八

习 ( X 勃
“ 二

= 〔Z G ) ( G
T
X ) 〕 T

〔 ( Z G ) ( G
T
X )〕 = X T

G 〔G T z T ZG 〕G T X

自(
一

未
一

、
)
’ `“

i ’ 2

( 1 6 )

其 中 ( X . )
T 二

当 K > O时
,

x P . )
,

( x )
T = ( x , , x : , …

, x P
)

。

,

舟
2

入X

11,
一ù帝

... t人

(X

入.
/ (入

; + K ) < i ,

所以

( X .)
T
( X 勺 < ( X )

T
( X ) ( 17 )

未知参数的岭估计与其真值之间的欧氏距离可以写成为

E ( S是)
= 。 ’ t r a e e 〔A

T A + K 〕一 `
( 2 5 )

顾及 ( 5 ) 式
,

因 t r a e e 〔A T
A + K l犷

`
< t r a e e 〔A T A丁

’ ,

所以

E ( S要) ( E ( 5
2
) ( 1 9 )

( 17 ) 式和 ( 19 ) 式给出了一个很重要的概念
,

即当法方程系数矩阵 A
T A 偏离单位矩阵时

,

未知参数的岭估计长度小于其最小二乘估计的长度
。

由 ( 6 ) 式可知
, 0 2 t r a ce ( A

T
A )

一 `
总

是大于零的正数
,

所以未知参数最小二乘估计的长度平均大于其真值的 长 度
。

( 1 7 ) 式 和

( 1 9 ) 式表明未知参数的岭估计优于其最小二乘估计
。

三
、

岭估计数理枕计上的含义

上面讨论了岭估计的数学模型并与传统的最小二乘估计作了比较
。

下面对岭估计进行更

深入的分析
。

现设
x 。

为未知参数 X的任意一估计
。

则平差后观测值残差的平方和为

小= ( L 一 A X a)
T
( L 一 A X a ) 二 ( L 十 A X 一 A X 一 A X

。

) T ( L 十 A X 一 A X 一 A X a)

二 〔 ( L 一 A X ) 一 A ( X a 一 X ) 〕T 〔 ( L 一 A X ) 一 A ( X a 一 X ) 〕



=( L
’
一 AX )

T
( L一 AX ) +(X a一 X )

T
A

T
A(X a一 X )

. .白州
2 (X a一 X )

T
A

T
( L一 X A)

顾及 (2 )式
,

则上式中第三项中的 A T ( L 一 A X ) 为

A
T
( L 一 A X ) 二 A

T L 一 A T A X 二 A
T
L 一 A

T
A ( A

T
A )

一 `
A T L 二 0

所以

中= ( L 一 A X )伙 L 一 A X ) +

= 小
二 ; n

+ 中( X a )

(X a 一 X ) 丁 A T A ( X a 一 X )

( 2 0 ) 式中
,

小
二 i 。

是由最小二乘估计而得观测值残差的平方和
。

( 2 0 )

式中第二部分是 由于 用 非

最小二乘估计所带来的偏差
。

如果以未知数的最小二乘估计 x 为中心
,

则第二部分描述了一

个多维的等值椭球面
。

在这个椭球面上所得任何未知参数的估值偏离 x 大小都相等
。

如果在

这个椭球面上找到一个长度为最小的未知参数估值
,

则既可以提高未知参数估值的精度又可

以把偏差限制在一定范围
。

这实际上是在满足条件

( X a 一 X ) T A T A ( X a 一 X ) = C

C 为一常数
,

求下列函数的极值

m i n F = X百X a + ( l / K ) 〔 (X a 一 X ) , A , A ( X a 一 X ) 一 C ) ( 2 1 )

K 是拉格朗日乘常数
。

对 ( 2 1) 式微分

a F
。 v

_ . , . ,

v
、 。 。 , ` T ` 、

v
_ 。 , ` T ` 、

右
: 。

一又二二一 = 乙 z 、 过 一 气 1 /几少 L ` 、八
一

八 少八 a 一 ` 气了、
一
2 、 ) A ) = U

d 夕、 a

( 2 2 )

解方程 ( 2 2 )
,

得

X a = X . = 〔A T A + K l 〕
一 `

A T L ( 2 3 )

( 2 3 ) 式就是岭估计的数学模型
。

用图 1 可以更清楚地描述岭估计的几何上的含义
。

S— 最小二乘 估 计 X 的欧氏长度

S K

— 岭估计 x . 的 欧氏长度

众 一又

四
、

岭估计的方差和偏皮

未知参数岭估计与其
.

真值之间距离的期望值可

以表示为

因为

图 1

又

岭估计几何上的含义 E ( S轰)
= E以X一 X )

T
( X 一 X ) 〕

. 二 z x ,

则

E ( S是)
= E 〔 ( Z X 一 ZX + 之X 一 X )

T
( Z X 一 Z X + Z X 一 X ) 〕

= E {〔 ( Z ( X 一 X ) + Z X 一 X ) 〕T 〔 Z ( X 一 X ) + ZX 一 X 〕 }

竺二` `硬自纽 L苗奋翻自麟舀翻目



二 E{ ( X一 X ) T Z
T Z ( X一 X )十 ( X一 X ) T Z

T
( Z X一 X )

+ ( Z X一 X )
T〔 Z ( X一 X )〕 + ( Z X一 X ) T ( ZX一 X )}

因为 E ( X一 X )二
O

,

并顾及 ( 5 ) 式
,

则得

E ( S是)
= 。 “ t r a e e以 A T A )

一 ’
Z T Z〕 + ( ZX 一 X ) T ( Z X 一 X )

= a Z t r a e e 〔 ( A T
A )

一 ` Z T Z 〕 + X T ( Z 一 J) T ( Z 一 I ) X

由 ( 1 1 ) 式知

Z 二 〔工P 十 K ( A T A )
一 `
〕
一 `

又因为

Z = 〔A T
A + K l〕一 ` ( A T A ) = 〔A T A + K l〕

一 ` 〔 ( A T
A + K l ) 一 K l 〕

= I 一 K ( A T A + K l)
一 `

将上面 Z的两个表达式按需分别代入 ( 2 4 ) 式的第一项和第二项
,

则得

E ( S是)
= a “ t r a e e

{ ( A
T A )

一 ’ 〔I + K ( A
T
A )

一 `
〕

一 ’
}

T

〔I 一 K ( A
T
A + K l )

一 ` 〕 + K “ X
T
( A T A + K l )

一 “ X

= a Z t r a e e {〔 ( A
T
A + K l )

一 ` 〕 T 〔 I 一 K ( A T A + K l )
一 ` 〕}

+ K
“ X伙 A

T
A + K l )

一 Z X

二 a “ t r a e e ( A
T
A + K l )

一 ` 一 a “ t r a e e K ( A T A + K l )
一 “

( 2 4 )

+ K
“
X T ( A

T
A + K l )

一 “ X

= a “
兄 1 八久; + K ) 一 a Z

K E I / (入
; + K )

“

+ K
Z X T

( A T A + K l )
一 Z

X

= a “

习 天;

/ (入; + K )
“ 十 K

ZX T
( A

T
A 十 K l )

一 “
X

1 = 1

= r ,
( K ) + r : ( K ) ( 2 5 )

参照方程式 ( 2 4 )
, r Z

( K ) 可以被看成用岭估计代替最小二乘估计所引起的未知参数 的 偏

离度
。

很显然
,

当 K = O时
, Z 二 I ,

则
r : ( 0 ) 二 O

,

这种情况就是最小无偏的最小 二 乘 估

计
。

( 25 ) 式中第一项就是未知参数估值的方差总和
,

又称之为全方差
。

因为

X 介 = Z X = Z ( A
T
A )

一 1
A T L

则 X . 的方差为

V a r ( X辛 ) = Z ( A
T
A )

一 `
A T V a r ( L ) A ( A T A )

一 ` Z T

= a “ Z ( A T A )
一 I Z T ( 2 6 )

故 X 带的方差总和也就是 ( 2 5 ) 式中 Z ( A T A )
一 ` Z T

对角线上元素的总和
。

因此
,

未知参

数岭估计与其真值之间的距离由两部分组成
; 1

、

岭估计值的全方差
, 2

、

引进岭估计所产

生的偏度
。



五
、

K 值 的 选 择

从 ( 2 5) 式中可以看出
,

当 K 增加时
,

未知参数岭估计方差减少
,

而其偏度增加
。

为 了

选择较好的K
,

需要研究
r ;
( K ) 和 r :

( K ) 随 K变化的速率
。

现以 K为变量对
r :
( K ) 和 r Z

( K )

求导并取极限

l im ( d r
:
( K ) / dK ) 二 一 Z a “ 艺( 1 /入专)

K~ 0+
( 2 7 )

l im ( d r
Z
( K ) / d K ) = 0

K , O十
( 2 8 )

由 ( 2 5 ) 式可知
, r ;

( K ) 是 K的递减函数
。 r Z

( K ) 是 K的递增函数
。

分析 ( 2 7 ) 和 ( 2 8 ) 式
,

当法方程系数矩阵 A
T
A 处于病态的情况下

,

矩阵 A T A 某些特征值很小
,

从 ( 2 7 ) 式可知
,

r ,
( K ) 的变化很快

,

也就是全方差变化很快
。

在相同的情况下
,

_

当K值很小时
, r : ( K ) 的变

化是很缓慢的
,

因为曲线
r Z

( K ) 是平坦的
,

它的斜率趋近于零
。

由于全方差和偏度随 K ( 当

K很小时 ) 变化的速率有明显的不同
,

这就为我们选择一个最佳 K 提供 了条件
。

我们可以选

择一个很小的 K使其偏度没有显著地增加
,

但又大大地减少未知参数估计的全方差
。

这个最

佳 K 值一般可以用作图的方法来获得
。

这部分内容将在算例中详细讨论
。

六
、

算 例 分 析

在摄影测量中
,

控制点的分布
、

几何结构
、

数学模型以及未知参数的选择都会影响平差

中法方程系数矩阵的结构
。

例如
,

当被摄地区是平坦的
,

如果用直接线性变换的方法就不太

可能获得较为理想的精度
。

因为控制点高程上相差不大会导致直接线性变换数学 模 型 中 某

些未知参数不同程度上的线性相关
,

因而法方程式系数矩阵的状态不会很好
。

同样
,

这个问

题会出现在空间后方交会之中
。

如果象平面平行于摄影地区
,

而选择摄影机主距 为 未 知 参

数
,

这时未知参数主距与摄影站坐标中高程有较强的相关
。

在求未知参数的最小二乘估值时

就会出现主距和摄影站的高程的平差值对控制点的分布和误差很敏感
。

现以空间后交为例用

计算机模拟一套实验数据
。

这套数据设计的基本思想如下
,

根据控制点布点情 况分成二组
,

在第一组中
,

控制点之间高程最大差别为摄影距离的 60 %
。

在第二组中
,

控制点之间最 大高

差为摄影距离的 0
.

1%
。

然后用严格的共线方程算出各个控制点所对应的象点坐标
。

假 定象

点坐标的中误差
,

利用现有的计算机软件算出象点坐标误差的随机量并分别加到各点坐标之

中
。

这样组成 了两种不同情况的观测数据
。

在空间后交中
,

选择七个未知参数
,

即摄影站坐

标的改正数△x , △ y
, △z ,

旋转角的改正数△。 , △甲 , △K ,

主距改正数△f
。

由于象点坐 标 的

误差很小
,

并且选定这七个待求值的原设计值为近似值
,

所以平差后这七个未知参数的最小

二乘估值应是接近于零的很小数值
。

这也是衡量平差结果是否可靠的一个标准
。

下面列 出二

组观测数据以及用最小二乘法算得七个参数的估值
。



表 1 第一组 控制点坐标

控 制 点 坐 标 (米 ) 象 点 坐 标 (毫米 )

点 号
X

一 89
。

2 85 7

4 8
。

0 76 9

一 6 2
。

5

69
。

4 4 4 4

89
。

2 8 5 7

4 8
。

0 769

一 6 2
。

5

一 69
。

4 4 4 4

0八曰nUn
Uō了nJ八UOU

1ù1占

一 5 0

5 0

一 5 0

5 0

5 0

5 0

一 5 0

一 5 0

表 2 第二组 控制点坐标

控
`

制 点 坐 标 (米 ) 象 点 坐 标 (毫米 )

点 号
X Y

一 5 0

5 0

一 5 0

5 0

5 0

5 0

一 5 0

一 5 0

9 9
。

9

1 0 0
。

1

1 0 0
。

9 9
。

9 5

一 6 2
。

5 6 2 6

6 2
。

4 3 76

一 6 2
。

5

6 2
。

5 3 1 3

6 2
.

5 6 2 6

6 2
。

4 3 7 6

一 6 2
。

5

一 6 2
。

5 31 3

初始值
:

主距 f = 12 5毫米

摄影站坐标 X = o ,

Y = o , Z 二 o

旋 转角
。 二 o

,

印 = O , K 二 。

表 3 未知参教的 , 小二乘估值

未知参数…
。 x (米 )

△ y (米 ) △ z (米 ) △甲 (度 ) △。 (度 ) △ K (度 ) △ f (毫米 )

第一组 1
4

·

` x ` o

第二组 ! 0
.

0 2 6

一 6 X 10
一 8 }一 2

.

一 0
。

0 2 7 一 16

9 x 1 0
一 6

0 3 2 一 0
。

0 0 0 3 0
。

0 0 0 2 0
。

0 0 0 1 2 0

。

0 9 9 8

。

0 6 5

裹 4 第二组法方程系橄矩阵特征值

特征值 } 认 入 2 久 3 入 4 认。

0
。

2 4 1 8 一 0
.

2 4 3 2 5
。

1 3 5 0 ! 3 1 2 5 6
。

5 10 1 5 3 6
。

7

入
7

0 0 0 0 0 1

7 0



\

表 3 列 出了第一组和第二组未知参数的最小二乘估值
。

由于第一组的法方程系数矩阵伏

态良好
,

所以未知参数的估值都很小
。

也就是说接近其真值
。

第二组的法方程系数矩阵梢于
病态

。

因此其未知参数的估值都比较大
,

特别是未知参数△z 和△f
. ,

这就说明了△公和鱿有较

强的相关性
。

法方程系数矩阵状态的好坏可由表 4 中列 出的特征值大小来判定
。

在 第 二 组

中
,

最小特征值为 0
.

00 00 0 1
。

由此可以断定第二组的法方程系数矩阵处于病态
。

·

下面讨论如

何用岭估计来解决第二组的病态问题
。

式 ( 2 5 ) 表明未知参数的 岭估计与其真值之间的距离

由两部分组成
。

即全方差和偏度
。

同时考虑这两部分因素就存在一个优选 K 值的问题
。

选择

K 值比较简单而有效的方法是图解法
。

下面以第二组数据为例
,

根据方 程 ( 2 5 ) 分 别
,

舞
、

出
r ;
( K )

、 r : ( K )
、

均方差
、

偏度以及迹
,

衰 右 的估计有关 . 橄衰

0

0
。

0 0 1

O
。

0 0 2

0
。

0 0 3

0
。

0 0 4

0
。

0 0 5

0
。

0 0 6

0
。

0 0 7

0
。

0 0 8

0
。

0 0 9

0
。

0 1

0
。

0 2

0
。

0 0 2 8 1 16 9

0
。

0 0 3 1 2 5 6 3

0
。

0 0 3 1 2 5 7 9

0
。

0 0 3 1 2 5 8 6

0
。

0 0 3 1 2 5 9 2

0
。

0 0 3 1 2 5 9 7

0
。

0 0 3 1 2 6 0 3

0
。

0 0 3 1 2 6 0 9

0
。

0 0 3 12 6 1 6

0
。

0 0 3 1 2 6 2 4

0
。

0 0 3 1 2 6 3 2

0
。

0 0 3 12 7 4 9

2 8 1 1
。

7 13 6

0
。

0 2 6 3 5 2 1 5

0
。

0 2 4 6 0 3 4

0
一

0 2 3 4 8 4 6 6

0
。

0 2 3 1 6 4 6 9

0
。

0 2 2 9 2 0 2 8

0
。

0 2 2 7 0 6 9 2

0
。

0 2 2 5 0 9 3 4

0
。

0 2 2 3 2 1 14

0
。

0 2 2 1 3 9 3 4

0
。

0 2 1 9 6 2 0 1

0
。

0 2 0 3 4 0 2 9

0

0
。

0 0 6 0 6 7乏{1

0
。

0 0 6 0 7 0 1 0

0
。

0 0 6 0 7 1 ( )7

0
。

0 0 6 0 7 1三; 5

0
。

0 0 6 0 7 1〔; 4

0
。

0 0 6 0 7 2 ( 14

0
。

0 0 6 0 7 2 ]
.

8

0
。

0 0 6 0 7 2 2 8

0
。
0 0 6 0 7 2乏; 6

0
。

0 0 6 0 7 2 4 3

0
。

0 0 6 0 7 2奋
’

6

2 3 4 4 2 4

10 0 8

5 0 8
。

3 2 3

3 4 1
。

6 8 8

2 5 8
。

1 4 4

20 8
。

3 2 2

1李4
.

9 6 1

15 1
。

1 2 2

13 3
。

2 3 5

1 1 9
。

3 15

10 8
。
1 7 3

5 7
。

8 7 0 1

图 2 岭估计

示意图



图 2
·

表明 r ,
(K ) 是 K值递降函数

, r Z
( K ) 是 K值递增函数

。

图中虚线是
r ,
( K ) 和 r Z

( K )

之和
。

很明显 K 值应选在
r ,
( K ) 和 r Z

( K ) 的交点处 ( K 二 0
.

0 0 8)
。

这样 既可大 大 地 减 少

全方差义可以使偏度不致于很大
。

表 5 表 明 在 K 二 0
.

0 08 处
, r ,

( K ) 从 2 8 1 1
.

7 1 3 6 减少到

0
.

02 23 2 1 1 4
。

而 r Z
( K ) 仅仅增加 了 0

.

0 0 6 0 7 2 2 8
。

另外
,

可从表 5 中看出很重要的一 点 是 观

测值的均方差仅增加 0
.

0 0 0 3 1 4 4 7
。

~
、

七
、

小 拮

岭估计自从 1 9 6 2 年 H oe ir 提出以来在应用数学领域里得到较快的发展并逐步应用到其他

学科中去
。

岭估计是基于最小二乘估计
,

解决由于法方程系数矩阵状态不佳而导致未知参数

估值不句靠的问题
。

本文所讨论的岭估计的数学模型较为简单
。

它是在法方程系数矩阵对角

线上都加上同样 大小的 K 值
。

这种方法虽然解决了由于法方程系数矩阵状态不佳导致估值不

可靠的主要因素
,

但或多或少对相关性不强的其他未知参数有所影响 (有利或不利的影响 )
。

但这影响是很小的
,

一般能得到满意的结果
。

因此这种方法在实际中得以广泛应用
。

人们现

在探索用解析的方法求对不同的未知参数采取不同 K 的方法
。

现举一例简单地说明 这 种 方

法
。

设有一正交矩阵G
,

通过对法方程系数矩阵 A T A 进行正交变换可得

A T A = G T 八G ( 2 9 )

其中八
= ( 6 。 ; 入. ) 是 A

T
A矩阵的特征矩阵

。

由此设

A = A 带 G ( 3 0 )

故原来的观测方程可以写成

L = A 辛 a + 。 ( 3 1 )

式中 以 = G X
,

( A .
)
T ( A . ) 二 八

, 。 T。 二 X T X
。

求
a 的岭估计

a 辛 = 〔 ( A 命 )
T
( A带 ) + K l 〕

一 `
( A 辛 )

T L ( 3 2 )

其中 K = ( 6 ; i K
.
)

, K :
) 0

。

求欧氏距 离 S芝= ( 。 介 一 a)
T

(a 带 一 a) 极小可得最优K值 ( K
, = 0 2

/。专)
。

因为 Q 和 。 ,
一

般未知
,

所以先取 K * = a “
/ 砖

,

然后用迭代方法求得K .最后值
。
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