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On the Store Strategy of Small Spatio-Temporal Data
Files in Cloud Environment

XIONG Lian' XU Zhengquan' WANG Tao ' GU Xin'

1 State Key Laboratory of Information Engineering in Surveying, Mapping and Remote

Sensing, Wuhan University, Wuhan 430079, China

Abstract: Internet applications create massive small spatio-temporal data files in cloud environments.
Therefore a method aiming to raise the processing efficiency of small files in HDFS; a data scheme
combining user access and data features, is proposed. This scheme regards a user access stream as file
request sequence, and constructs a characteristic sequence by spatio-temporal attribute extraction. A
characteristic template of different user access patterns is formed when analyzing the characteristic se-
quence by template matching. Then merger-related files are analyzed. Experimental results show that
our scheme improves the storage efficiency for small files, and also decreases network application re-
sponse times.
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Intelligent Monitoring for Dense Crowd Using a Fisheye Camera
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Abstract: Crowd monitoring in dense crowd scene has become an important and difficult topic in the
field of automatic surveillance system. A dense crowd monitoring approach based on perspective
weight model for fisheye images is proposed in this paper. Experimental results show that the pro-
posed approach is effective and feasible for dense crowd monitoring in indoor scenes.
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