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云环境下的时空数据小文件存储策略
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摘　要：云环境下的网络应用中存在着海量的时空数据小文件，针对 ＨＤＦＳ处理小文件效率不高的问题，提

出了一种结合用户访问规律与数据自身属性的数据处理方案。该方案将用户访问转化为数据请求序列，根据

数据的时空属性提取并构建特征序列，通过模板匹配找到用户在不同访问模式下的特征模板，发现模板内文

件之间的访问相关性，合并相关文件。实验结果表明，该方案有效地提高了系统对小文件的存储读取效率，减

小了网络应用的响应时间。
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　　随着云计算技术的飞速发展，网络中的数据呈
指数级增长。根据权威部门的统计，世界上约

８０％的信息资源与地理位置有关［１］。这些海量的
时空数据的共同特点是文件小，数量大，均含空间、
时间和属性这三个要素，且与时间空间紧密相关。

ＨＤＦＳ作为ＧＦＳ的一个开源实现，非常适合
部署云存储平台［２］。针对 ＨＤＦＳ系统存储海量小
文件数据的问题，已有的解决方案都把焦点放在了
分析文件之间的相关性或调整存储系统自身的结

构上［３－９］，能够很好地提高文件存储效率，但对于网
络应用中用户与网络的交互时间、文件的读取效率
等并没有过多的关注。研究表明［１０－１４］，通过分析用
户的访问模式和访问规律，制定合理的预取方案，
可以有效地减少用户与网络应用的交互时间，提高
读取效率。本文在用户访问行为特征和时空数据
的时空特性的基础上，将用户对网络应用的访问看
作是一连串的数据请求序列，按照数据的时空属性
对序列进行参数化表示，并利用特征提取构建特征
序列，通过模板匹配找到用户在不同访问模式下的
特征模板，发现隐藏在用户访问行为下的文件之间
的访问相关性，合并相关文件。

１　小文件存储策略

１．１　合并算法分析
时空特性是时空数据区别于其他数据的根本

性标志，它具有以下特点：① 多源性：只要与时间
和空间紧密相关的数据都可称为时空数据；② 时
空相关性：数据具有空间局部性和时间上的自相
关性。
云环境下的时空数据应用一般都是通过有限

的预定义服务或服务组合来实现的，用户对数据
的访问也是通过预定义的服务接口进行。由于服
务通常是根据用户选择的参数由服务接口函数对

特定时空范围的数据内容进行分析、处理或挖掘，
以提供应用所需要的功能，这就决定了其对数据
文件的访问具有稳定的选择和组合规律。这种规
律性为本文通过数据文件访问序列的时空属性分

析来发现和提取其中所蕴含的数据访问模式提供

了原理基础。合并算法流程如图１所示。

图１　合并算法流程图

Ｆｉｇ．１　Ｆｌｏｗ　Ｃｈａｒｔ　ｏｆ　Ｍｅｒｇｉｎｇ　Ａｌｇｏｒｉｔｈｍ

１．２　合并算法实现

１．２．１　访问序列参数化与特征提取
假设系统中存储了ｍ个时空数据小文件，每

个数据均含位置、时间和类型三种参数，数据之间
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可通过参数进行区分。那么，时空数据集可表示
为：

Ｄ＝ ｛ｄ（Ｌｉ，Ｓｊ，Ｔｋ），ｄ｜Ｌｉ∈Ｌ，

Ｓｊ∈Ｓ，Ｔｋ ∈Ｔ｝ （１）
其中，Ｄ表示时空数据小文件集合；Ｌ代表数据源
所在的地理位置集；Ｓ代表数据源类型集；Ｔ代表
数据产生的时间标签集。
用户访问时，会根据自身需求选择云平台提

供的服务，所选择的服务会通过系统中预定义的
服务接口函数对后台数据进行筛选请求和处理，
并将最终结果返回给用户。如果云平台提供了Ｘ
种服务，用户访问的第ｉ个服务为：

ｓｅｒ（ｉ）＝ｐｒｏｉ（ｓｅｌ（Ｄ，αｉ，βｉ，γｉ）），ｉ∈Ｘ （２）
其中，ｐｒｏｉ（）为数据处理函数；ｓｅｌ（）为数据选择函
数；αｉ∈Ｌ，βｉ∈Ｓ，γｉ∈Ｔ为用户选择参数。则一段
时间内系统收到若干用户的访问可表示为一系列

服务接口函数的组合：

ｆｓｅｒ＝∪
ｊ
ｓｅｒ（ｊ），ｊ∈Ｘ （３）

涉及到的数据请求为：

∪
ｊ
ｓｅｌ（ｊ），ｊ∈Ｘ （４）

　　为了找到用户的访问规律，本文将∪
ｊ
ｓｅｌ（ｊ）

里面的第ｎ个数据请求（数据位置为Ｌｐ，数据源
类型为Ｓｉ，数据的时间标签为Ｔｕ）参数化表示为：

ｆｎ ＝ｆｎ（Ｌｐ，Ｓｉ，Ｔｕ） （５）
则ｆｓｅｒ里所有的数据请求可表示为：

ｆ（Ｌ，Ｓ，Ｔ）＝ｆ１，ｆ２，ｆ３，…，ｆｎ－１，ｆｎ （６）

　　根据 Ｗｅｂ应用中用户访问的时空局部性以
及数据自身所具有的时空特性，将请求数据的属
性Ｌ、Ｓ、Ｔ变化与否这种二维逻辑状态作为特征
进行提取，通过逐一对比数据请求序列ｆ（Ｌ，Ｓ，

Ｔ）中任意两个连续的请求ｆｎ 和ｆｎ－１，考察其属
性Ｌ、Ｓ、Ｔ变化与否，并用以下特征状态表示：

Ａ＝ ｛ｆｎ（Ｌｐ，Ｓｊ，Ｔｕ）｜ｆｎ－１（Ｌｐ，Ｓｉ，Ｔｕ）｝

Ｂ＝ ｛ｆｎ（Ｌｐ，Ｓｉ，Ｔｖ）｜ｆｎ－１（Ｌｐ，Ｓｉ，Ｔｕ）｝

Ｃ＝ ｛ｆｎ（Ｌｏ，Ｓｉ，Ｔｕ）｜ｆｎ－１（Ｌｐ，Ｓｉ，Ｔｕ）｝

Ｄ＝ ｛ｆｎ（Ｌｐ，Ｓｊ，Ｔｖ）｜ｆｎ－１（Ｌｐ，Ｓｉ，Ｔｕ）｝

Ｅ＝ ｛ｆｎ（Ｌｏ，Ｓｊ，Ｔｕ）｜ｆｎ－１（Ｌｐ，Ｓｉ，Ｔｕ）｝

Ｆ＝ ｛ｆｎ（Ｌｏ，Ｓｉ，Ｔｖ）｜ｆｎ－１（Ｌｐ，Ｓｉ，Ｔｕ）｝

Ｇ＝ ｛ｆｎ（Ｌｏ，Ｓｊ，Ｔｖ）｜ｆｎ－１（Ｌｐ，Ｓｉ，Ｔｕ

烅

烄

烆 ）｝

　

（７）
其中，变量ｐ，ｏ∈Ｌ；ｉ，ｊ∈Ｓ；ｕ，ｖ∈Ｔ。要注意的
是，如果两个连续的请求数据其属性完全一样，则
表明用户两次访问的是同一个数据。这对存储系
统来说，并不会带来任何开销，因为第一次访问的
文件已经存在缓存中，所以文中并不考虑这种状

态。
通过上面的特征提取，就可以在特征空间Ｉ

＝｛Ａ，Ｂ，Ｃ，Ｄ，Ｅ，Ｆ，Ｇ｝中，把具有多维时空属性
的数据请求序列ｆ（Ｌ，Ｓ，Ｔ）转换成只有一维的特
征序列ｆ（Ｉ），如图２所示。

图２　特征序列示意图

Ｆｉｇ．２　Ｓｃｈｅｍａｔｉｃ　Ｄｉａｇｒａｍ　ｏｆ　Ｆｅａｔｕｒｅ　Ｓｅｑｕｅｎｃｅ

１．２．２　模板匹配与小文件合并
将原始数据请求序列ｆ（Ｌ，Ｓ，Ｔ）参数化表示

后，通过特征提取并在特征空间中利用模板匹配
技术对特征序列进行匹配，找到若干个最佳特征
模板，为此给出以下定义。
定义１　特征状态的数量：包含ｎ个数据请

求的序列ｆ（Ｌ，Ｓ，Ｔ），其对应特征序列ｆ（Ｉ）有φ
＝ｎ－１个特征状态。
定义２　特征模板的大小：特征模板包含ω

个特征状态，其所对应的数据即为一个合并文件
块的大小。
定义３　特征序列之间的相似度：序列之间

的相似度ｒ定义为汉明距离，即对应位置特征状
态相异的个数。距离越小，相似度越大。
根据以上定义，特征模板的创建过程如下：

１）统计特征序列ｆ（Ｉ）中各特征状态的初始
概率Ｐ。

２）将特征序列ｆ（Ｉ）按顺序分成长度为ω、连
续但不重叠的η＝φ／ω个特征块。

３）统计并对比任意两两特征块，距离小于ｒ
的求公共子序列（长度设为ｌｃｓ），当拥有同一个公
共子序列的块数量ｋ≥η／５（经验值，设置太小会
出现非常多的模板，影响文件的读取效率）时，将
该公共子序列放入模板 Ｍｏｄｅ１中，余下ω－ｌｃｓ项
利用条件最大熵原理（条件即为ｆ（Ｉ）中各特征状
态的初始概率Ｐ）补充完整，由此生成一个完整的
包含ω个特征状态的特征模板，并设置η＝η－ｋ。

４）剩余的特征块按照步骤３）循环生成模板

Ｍｏｄｅ２、Ｍｏｄｅ３、…。

５）对拥有公共子序列数量达不到ｋ或相似
度小于ｒ的特征块，当作独立块进行处理，将ｆ（Ｉ）
里所有的特征状态利用条件最大熵原理生成一个

新的模板。
特征模板的数量是由特征序列ｆ（Ｉ）的长度

φ和拥有距离小于ｒ的特征块数量共同决定的，

３５２１
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通过上面模板创建算法循环迭代，直至只剩下独
立块，再次利用条件最大熵生成最后一个模板。
将建立好的特征模板映射至原始的数据请求

序列ｆ（Ｌ，Ｓ，Ｔ），通过分析属于同一模板内时空
数量的特点发现用户的访问模式和规律，如同属
性长时间同一位置连续访问，不同属性短时间邻
近区域关联访问等，最后经 ＨＤＦＳ　Ｃｌｉｅｎｔ合并相
关数据文件。合并后的小文件需要为其建立文件
内部本地索引（Ｉｎｔｅｒｎａｌ　Ｉｎｄｅｘ），用来存储小文件
的长度和偏移位置，这样，ＨＤＦＳ　Ｃｌｉｅｎｔ在处理数
据请求时，就可以直接通过文件内部索引进行定
位，从而方便快捷地获得所需的小文件数据。合
并好的大文件应尽可能地放在连续的存储区间，
因为一些原本连续的小文件很可能部分放在了大

文件的边缘位置，当用户访问它时，ＨＤＦＳ　Ｃｌｉｅｎｔ
需要跨文件甚至跨节点读取。合并后的文件结构
如图３所示。

图３　合并后文件结构图

Ｆｉｇ．３　Ｓｔｒｕｃｔｕｒｅ　Ｄｉａｇｒａｍ　ｏｆ　Ｍｅｒｇｅｄ　Ｆｉｌｅ

２　实验评估

２．１　实验平台和环境
实验采用由６个节点组成的 ＨＤＦＳ作为云

存储平台，块大小设为系统默认的６４ＭＢ，副本
数量为３份。测试内容为文件的存储速度和读取
速度，其中多用户并发通过单 ＨＤＦＳ　Ｃｌｉｅｎｔ多进
程进行模拟，每次实验重复１０次结果取平均，并
与传统 ＨＤＦＳ和 ＨＡＲ归档技术进行比较。

数据文件分布如图４所示，包括多媒体数据、

基础地理数据、传感数据和少量的遥感影像数据，

测试数据集总大小为５６．８ＧＢ，包含１　８２９　０５４个
小文件，范围从３．２２～２　７８０ｋＢ，平均大小为

３６．７５ｋＢ，其中３．２２～５６ｋＢ占总体的９５．８％。

２．２　文件存储测试
文件的存储测试是一次性将总大小为３．９６

ＧＢ的１００　０００个小文件数据通过 ＨＤＦＳ　Ｃｌｉｅｎｔ
写入系统中，计算文件的平均写入速度，实验结果
如图５所示。

从图５可以看出，首先，不管对文件合并与
否，ＨＤＦＳ系统都是在有两个用户并发访问时写

图４　小文件分布

Ｆｉｇ．４　Ｄｉｓｔｒｉｂｕｔｉｏｎ　ｏｆ　Ｓｍａｌｌ　Ｆｉｌｅｓ

入速率最大，而且随着并发用户数的增加，总的传
输效率趋于稳定。其次，由于小文件的合并，三种
算法均有较好的写入速度。但 ＨＡＲ合并机制是
直接将多个小文件打包成一个文件存入至 ＨＤＦＳ
块中，合并后的文件若要修改，必须重新创建存档
文件，一定程度上影响了文件的存储速度。而本
文算法考虑到用户的访问模式，虽然在存储之前
对小文件做了一个预处理，但相对于大数据集来
说，对文件的整体写入速度影响不大，依然有着非
常好的存储效率。

图５　写入速度对比

Ｆｉｇ．５　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　Ｗｒｉｔｉｎｇ　Ｔｉｍｅ

２．３　文件读取测试
根据实验平台所提供的网络应用，通过

ＨＤＦＳ　Ｃｌｉｅｎｔ模拟用户的服务请求，读取３．９６
ＧＢ包含１００　０００个小文件的测试数据集，统计各
自的读取速度，实验结果如图６所示。

图６　读取速度对比

Ｆｉｇ．６　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　Ｒｅａｄｉｎｇ　Ｔｉｍｅ

从图６可以看出，过多的小文件导致 ＨＤＦＳ
元数据检索复杂，系统内部通信频繁，大部分时间

４５２１
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都花在了系统开销上，增加了读取时间。ＨＡＲ
归档技术虽然存储效率很高，但在文件的读取上
并没有考虑到文件之间的相关性，降低了文件的
读取命中率，导致 ＨＤＦＳ　Ｃｌｉｅｎｔ与ＮａｍｅＮｏｄｅ和

ＤａｔａＮｏｄｅ频繁通信，极大地影响了数据的读取速
度。而本文提到的合并算法是在分析用户访问规
律和文件自身属性的基础上进行的，把相关联的
文件尽可能地合并到了一起，有效地提高了系统
的读取速率。

３　结　语

本文针对在网络应用中 ＨＤＦＳ处理海量时
空小文件存储读取效率低这一问题，根据用户访
问的时空局部性和数据自身的时空特性，提出了
将用户的访问规律与文件自身属性相结合的小文

件合并算法。该算法把用户访问看成是对数据文
件的请求序列，根据序列中数据时空属性的变化
情况提取并构建与之对应的特征序列，通过模板
匹配找到用户在不同访问模式下的特征模板，最
后分析属于同一模板内的数据特点，发现隐藏在
用户访问行为下的文件之间的访问相关性，合并
相关文件。实验结果表明，在存储同样大小和数
量的小文件情况下，与传统的 ＨＤＦＳ和 ＨＡＲ归
档技术相比，本文所提出的方法有效地降低了

ＮａｍｅＮｏｄｅ的内存消耗，并明显提高了系统的存
储读取效率。
下一步的工作将对已有的方法做出两点改

进：①在数据请求序列的特征提取上，不仅仅局限
于只考虑特征属性的变化与否这种逻辑状态，同
时构建出多个特征序列来进行分析；②对特征空
间里的特征序列使用动态模板匹配技术，在模板
的命中率和通用性这两者间找到一个适中点，更
为合理地合并相关文件。
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