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摘　要：为了提高集群环境下网络地理信息系统（ＷｅｂＧＩＳ）大规模矢量数据的并发访问性能，提出了集群并发

环境下大规模矢量数据内容网格化负载均衡算法，研究了大规模矢量数据内容网格化方法，集群并发访问时

内容网格的自动识别、分析、聚合、反馈算法，实现了面向任务的负载均衡。实验表明，本算法能在大规模、高强

度的矢量数据提取和显示中均衡地分发请求，使集群服务器充分发挥其优势从而获得最小的请求响应时间。
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　　海量空间数据具有多分辨率、多数据集的特
点，适合 ＷｅｂＧＩＳ的属性并适用于其访问特征和
大规模访问量的集群负载均衡方法，特别是针对
集群环境下如何提升大规模矢量数据并发访问性

能方面的研究，在学术界还相对较少［１－９］。
文献［６］对矢量地图请求范围按比例进行分

割，然后分发到各个服务器上。但当矢量数据内
容分布不均匀时，这种范围分割方法将会导致任
务分解的不公平。

ＷｅｂＧＩＳ中的两大因素影响大规模矢量数据
并发访问性能：① 数据提取；② 矢量图形绘
制［１］。后台的矢量数据量越大，这种差别就越明
显。当矢量数据量增长到一定规模时，矢量地图
请求的平均响应时间根本无法满足客户端大用户

量并发访问需求［２］。
本文针对这两个因素，设计了一种集群并发

环境下大规模矢量数据内容网格化负载均衡算

法，实现了让集群中的所有服务器能同时合作并
发完成客户端提交的一个大规模矢量数据提取和

显示任务，真正达到了面向任务负载均衡的目的。

１　内容网格化负载均衡算法

本文提出了一种可自由按需扩展的网络地图

服务集群负载均衡模型（图１）。

１．１　矢量地图内容网格化思想
图１模型需要解决的关键问题是，如何把大

规模矢量数据请求公平地分解到多个服务器上进

行并发处理。本文采取对大规模矢量数据内容和
客户端的请求范围进行网格化来解决该问题。

图１　网络地图服务集群负载均衡系统模型

Ｆｉｇ．１　Ｌｏａｄ　Ｂａｌａｎｃｉｎｇ　Ｍｏｄｅｌ　ｆｏｒ　ＷｅｂＧＩＳ

１）服务器端矢量数据内容分级网格化
对服务器端矢量数据内容进行四叉树分级网

格化，将网格单元格矩形范围及包含矢量要素个
数等信息存储到Ｌｏａｄ　Ｂａｌａｎｃｅｒ中的全局分级网
格信息表中。全局分级网格信息表如表１。

　　２）客户端可视化范围网格化
为了减小负载均衡器对所有请求的网格分析
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表１　全局分级网格信息表

Ｔａｂ．１　Ｇｌｏｂａｌ　Ｇｒｉｄ　Ｉｎｆｏｒｍａｔｉｏｎ　Ｔａｂｌｅ

字段名 类型 描述

Ｌｅｖｅｌ　 Ｉｎｔ 网格级别

Ｒｏｗ　 Ｌｏｎｇ 网格行号

Ｃｏｌ　 Ｌｏｎｇ 网格列号

Ｇｘｍｉｎ Ｄｏｕｂｌｅ 网格ｘ轴最小值

Ｇｙｍｉｎ Ｄｏｕｂｌｅ 网格ｙ轴最小值

Ｇｘｍａｘ Ｄｏｕｂｌｅ 网格ｘ轴最大值

Ｇｙｍａｘ Ｄｏｕｂｌｅ 网格ｙ轴最大值

ＦｅａｔｕｒｅＣｏｕｎｔ　 Ｌｏｎｇ 网格中要素个数

时间开销的波动，客户端窗口网格数使用经验值，
设ｖ为预设的将可视化窗口划分的网格数，用户
可以根据矢量数据最大比例尺和矢量数据实际分

布情况选择适当的经验值。
负载均衡器对请求范围内所有网格的矢量数

据量进行分析，计算出分配给地图服务器集群中
各服务器的矢量数据范围并将其分发给各个服务

器，如图２所示。

图２　矢量数据可视化请求网格化分析流程

Ｆｉｇ．２　Ｇｒｉｄ　Ａｎａｌｙｓｉｓ　Ｐｒｏｃｅｓｓ　ｏｆ　Ｖｅｃｔｏｒ　Ｄａｔａ

Ｖｉｓｕａｌｉｚａｔｉｏｎ

１．２　矢量数据内容网格化负载均衡算法

１）计算矢量数据内容网格化信息。
定义１　矢量数据范围。设矢量图层中要素

分布的外包矩形范围为（ｘｍｉｎ，ｙｍｉｎ，ｘｍａｘ，ｙｍａｘ）。
定义２　矢量数据内容网格数。对矢量数据

外包矩形范围进行网格化，本文采用四叉树分级
网格化的方法，则第ｉ级内容网格数为２ｉ×２ｉ。

定义３　矢量数据内容网格原点。本文使用
矢量数据范围左下角即（ｘｍｉｎ，ｙｍｉｎ）为网格坐标轴
原点。
由于本文采用四叉树网格化方法，为了方便

进行网格化，把矢量数据的外包矩形范围矫正为
一个正方形范围作为矢量数据内容网格的矢量数

据范围。其方法是以（ｘｍｉｎ，ｙｍｉｎ）为原点，并以
ｍａｘ（（ｘｍａｘ－ｘｍｉｎ），（ｙｍａｘ－ｙｍｉｎ））作为正方形范围

的边长，则正方形右上角坐标为（ｘｍｉｎ＋ｍａｘ（（ｘｍａｘ
－ｘｍｉｎ），（ｙｍａｘ－ｙｍｉｎ）），ｙｍｉｎ＋ｍａｘ（（ｘｍａｘ－ｘｍｉｎ），
（ｙｍａｘ－ｙｍｉｎ）））。

定义４　矢量数据内容网格单元逻辑范围跨
度ｄｉ。ｄｉ是第ｉ级网格层中一个网格的逻辑范围
跨度：

ｄｉ＝
ｍａｘ（（ｘｍａｘ－ｘｍｉｎ），（ｙｍａｘ－ｙｍｉｎ））

２ｉ
（１）

　　定义５　设ＲＧ（ｘ，ｙ，ｉ）为第ｉ级第ｘ 列第ｙ
行网格中分布的矢量数据量。
为了查询网格中的矢量要素个数，必须先计

算出网格包含的矢量数据的范围。根据该网格中
矢量数据范围，可以从大规模矢量数据中查询到
该范围内分布的矢量数据量ＲＧ（ｘ，ｙ，ｉ），将其和
网格中的矢量数据范围一起存储到Ｌｏａｄ　Ｂａｌａｎｃ－
ｅｒ端的全局分级网格信息表中。

２）计算服务器负载权值。

第ｎ个服务器负载权值Ｐｎ。为了对请求范
围中的矢量数据进行网格化分析，根据文献 ［７］
中的方法计算集群中各服务器负载权值。

３）接收客户端请求，计算客户端请求范围网
格中单元格逻辑范围跨度ｄｗ。
设客户端当前可视化窗口高宽为Ｗ、Ｈ，可

视化窗口中矢量数据的逻辑范围为（ｘｍｉｎ，ｙｍｉｎ，

ｘｍａｘ，ｙｍａｘ）。ｖ为预设的将可视化窗口划分的网
格数，可视化窗口网格化后网格单元格的宽度为：

ｄｗ＝ ｍａｘ
（（ｘｍａｘ－ｘｍｉｎ），（ｙｍａｘ－ｙｍｉｎ））

ｖ
（２）

　　４）根据ｄｗ查找服务器端内容网格级别ｉ。
根据ｄｗ找到最接近的ｄｉ（定义４），从而找到

矢量数据内容网格的级别ｉ。

５）根据第ｉ级内容网格信息计算当前客户
端请求范围对应的网格集合ＧＳｅｔ。

定义６　矢量数据内容网格原点为（ｘｍｉｎ，

ｙｍｉｎ），ＧＳｅｔ开始行列计算公式如下：

ｓｔａｒｔｃ ＝ｘｍｉｎ－Ｘｍｉｎ

ｄｉ
（３）

ｅｎｄｃ ＝ｘｍａｘ－Ｘｍｉｎ

ｄｉ
（４）

ｓｔａｒｔｒ ＝ｙｍｉｎ－Ｙｍｉｎ

ｄｉ
（５）

ｅｎｄｒ ＝ｙｍａｘ－Ｙｍｉｎ

ｄｉ
（６）

　　６）计算ＧＳｅｔ中矢量数据总量。
设第ｉ级第ｘ列第ｙ行网格与请求范围的交

集包含的矢量数据容量为Ｇ（ｘ，ｙ，ｉ），从网格信息
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表中查询到的该网格包含的矢量数据量为ＲＧ
（ｘ，ｙ，ｉ），设该网格与请求范围的交集为［Ｔｘｍｉｎｘ，

Ｔｙｍｉｎｙ，Ｔｘｍａｘｘ，Ｔｙｍａｘｙ］。根据交集与网格单元
格的面积比和ＲＧ（ｘ，ｙ，ｉ），计算出该交集内分配
的矢量数据：

Ｇ（ｘ，ｙ，ｉ）＝ＲＧ（ｘ，ｙ，ｉ）×
（Ｔｘｍａｘｘ －Ｔｘｍｉｎｘ

）（Ｔｙｍａｘｙ －Ｔｙｍｉｎｙ）
ｄ２ｉ

（７）

　　定义７　请求范围内矢量数据总量ＣＴｏｔａｌ。

ＣＴｏｔａｌ＝∑
ｅｎｄｒ
ｙ＝ｓｔａｒｔｒ∑

ｅｎｄｃ
ｘ＝ｓｔａｒｔｃ

Ｇ（ｘ，ｙ，ｉ） （８）

　　７）计算集群中各服务器的矢量数据量分配
目标。

定义８　服务器目标分配矢量数据量Ｃｎ。

Ｃｎ ＝ＣＴｏｔａｌ×Ｐｎ （９）

　　８）扫描网格集合ＧＳｅｔ，计算分配给各服务
器的矢量数据范围。
根据Ｐｎ扫描分析计算各地图服务器的目标

分配网格集合。假设地图服务器个数为Ｎ，算法
最终的目标是将请求范围分为Ｎ 份，每个范围包
含的矢量数据内容大小占请求范围内总矢量数据

大小的比重等于Ｐｎ，设服务器ｎ分配得到的范围
区间为［Ｓｘｍｉｎｎ，Ｓｙｍｉｎｎ，Ｓｘｍａｘｎ，Ｓｙｍａｘｎ］，为了方便范
围划分和图像结果合成，本算法中的网格扫描采
用逐列扫描方法，最终分配给集群中各服务器的
矢量数据范围Ｙ 轴的最小值与最大值与可视化
范围相同，所以每个服务器分配得到的范围为

Ｓｙｍｉｎｎ＝ｙｍｉｎ，Ｓｙｍａｘｎ＝ｙｍａｘ。
第ｉ级第ｘ列网格覆盖请求范围的矢量数据

总量计算公式如下：

ＣＧ（ｘ，ｉ）＝∑
ｅｎｄｒ
ｙ＝ｓｔａｒｔｒ

Ｇ（ｘ，ｙ，ｉ） （１０）

　　使用逐列扫描法逐列扫描网格，每扫描一列
（设当前扫描列为ｃ，当前正在为第ｈ台服务器进
行扫描），统计目前扫描过的所有网格列的矢量数

据 量 ＣＧ ＝∑
ｃ

ｘ＝ｓｔａｒｔｃ
ＣＧ（ｘ，ｉ）， 如 果 小 于

∑
ｈ

ｎ＝０Ｃｎ ，则继续扫描；如果大于∑
ｈ

ｎ＝０Ｃｎ ，则需

要计算出超出目标值∑
ｈ

ｎ＝０Ｃｎ 的值。对当前列

进行拆分，左面一部分给地图服务器ｎ，右面部分
给地图服务器ｎ＋１，右面部分占的比例为ＰＬ＝

ＣＧ－∑
ｈ

ｎ＝０Ｃｎ
ＣＧ（ｃ，ｉ）

，地图服务器ｎ分配到的范围计

算公式如下：

Ｓｘｍｉｎｎ ＝
Ｓｘｍａｘ（ｎ－１）

，ｎ＞０

ｘｍｉｎ，ｎ＝烅
烄

烆 ０
（１１）

Ｓｘ　ｍａｘｎ ＝

Ｘｍｉｎ＋ｃｄｉ＋（１－ＰＬ）ｄｉ，ｎ＜Ｎ－１
ｘｍａｘ，ｎ＝Ｎ－｛ １

（１２）

Ｓｙｍｉｎｎ ＝ｙｍｉｎ （１３）

Ｓｙｍａｘ（ｎ）＝ｙｍａｘ （１４）

　　循环扫描，直到遍历完请求范围内所有网格
列，即可得到各个地图服务器分配到的矩形范围，
然后分发给各个地图服务器，当各个地图服务器
返回结果时对结果进行合成，返回客户端显示。

２　实验设计与结果

２．１　实验参数
本文使用位于高速局域网内的刀片中心构建

试验床，采用大规模矢量数据对本文算法进行实
验，并与传统负载均衡算法进行对比。表２为系
统仿真参数。

表２　系统仿真参数

Ｔａｂ．２　Ｓｉｍｕｌａｔｉｏｎ　Ｐａｒａｍｅｔｅｒｓ　ｏｆ　Ｓｙｓｔｅｍ

仿真参数内容

仿真算法
内容网格化负载均衡算法、轮询算法、
最少连接算法、最小负载算法

客户端
５个千兆以太网，５０个客户端，６４口
以太网交换机连接

Ｗｅｂ　Ｓｅｒｖｅｒ 足够处理能力，不会成为转发瓶颈

Ｌｏａｄ　Ｂａｌａｎｃｅｒ
１台ＣＰＵ　Ｉｎｔｅｌ? Ｘｅｏｎ? Ｅ５６２０　２．４０
ＧＨｚ（４核，８线程），８ＧＢ内存服务器

ＧＩＳ　Ｓｅｒｖｅｒ　Ｃｌｕｓｔｅｒ
４台ＣＰＵ：Ｉｎｔｅｌ?Ｘｅｏｎ?Ｅ５６２０　２．４０
ＧＨｚ（４核，８线程），８ＧＢ内存服务器

矢量数据量 实际要素个数：１０　００２　１４２
仿真时间 ５ｈ

仿真统计参数

使用不同的矢量数据量模拟客户端的

地图请求，使用５０个并发用户进行压
力测试，对比采用各种算法的矢量数
据请求平均响应时间

２．２　矢量数据请求平均响应时间
图３为在５０个用户并发访问场景下，本算法

与其他几种算法在请求不同规模大小的矢量数据

量时服务器的平均响应时间的对比。由实验结果
可以看出，与传统的负载均衡算法相比，随着矢量
数据量的增大，当矢量数据量达到１０万时，本文中
的算法优势开始体现；当矢量数据量达到１００万
时，本算法的优势更加明显。在网络地图可视化应
用中，客户端发送地图数据请求时，特别是在浏览
大规模矢量数据时，平均响应时间越小，用户体验
越好［８］。本文提出的基于矢量数据内容网格化负
载均衡算法在大规模矢量数据应用环境下，可以更
好地缩短地图服务器集群的平均响应时间，当矢量
数据量增大时，地图服务器平均响应时间平稳增
长，具有较好的稳定性、并发性和抗高负载能力。

３３１１
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图３　矢量数据请求平均响应时间

Ｆｉｇ．３　Ａｖｅｒａｇｅ　Ｒｅｓｐｏｎｓｅ　Ｔｉｍｅ　ｏｆ　Ｖｅｃｔｏｒ　Ｄａｔａ

３　结　语

本文对集群环境下大规模矢量数据的负载均

衡进行了研究，考虑到矢量数据的实际内容分布情
况，设计了基于矢量数据内容网格化的负载均衡算
法，将大规模的矢量数据可视化请求内容公平地分
配到集群中的各个地图服务器，以提高地图服务器
集群的并发处理能力，缩短平均响应时间。使用不
同数据量大小的矢量数据对算法进行了验证测试，
实验结果表明，在大规模矢量数据应用环境下，本
文提出的负载均衡算法能更公平地实现任务分配，
缩短地图服务器集群的平均响应时间。
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