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犛犞犇和犇犆犜提取特征向量的
方法在人脸识别中的比较

卢　健１　王　晖１

（１　武汉大学遥感信息工程学院，武汉市珞喻路１２９号，４３００７９）

摘　要：采用奇异值分解和２Ｄ离散余弦变换两种方法得到的特征，分别在嵌入式隐马尔可夫模型的人脸识别

中进行比较，得出奇异值分解比２Ｄ离散余弦变换在识别率上和时间复杂度上都较差的结果。通过对结果进行

分析得出，虽然奇异值分解有很多优良的特性，但是在模式识别中仅使用奇异值分解来提取特征并不是很好的

方法。
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　　近年来，有许多基于奇异值分解来抽取特征

向量的方法［１～４］。本文用嵌入式隐马尔可夫模型

（ｅｍｂｅｄｄｅｄｈｉｄｄｅｎＭａｒｋｏｖｍｏｄｅｌ，ＥＨＭＭ）为分

类方法，分别采用奇异值分解（ｓｉｎｇｕｌａｒｖａｌｕｅｄｅ

ｃｏｍｐｏｓｉｔｉｏｎ，ＳＶＤ）和２Ｄ离散余弦变换（ｄｉｓｃｒｅｔｅ

ｃｏｓｉｎｅｔｒａｎｓｆｏｒｍ，ＤＣＴ）为特征向量的提取方法

进行试验，并比较了这两种方法的优劣。

１　奇异值分解

令犃犿×狀是实矩阵（不失一般性，设犿＞狀），且

ｒａｎｋ（犃）＝犽，则存在两个正交矩阵犝犿×犿和犞狀×狀

及对角阵犇犿×狀使下式成立：

犃＝犝犇犞
Ｔ （１）

式中，犇犿×狀＝
Σ犽×犽 犗（ ）犗 犗

，Σ犽×犽 ＝ｄｉａｇ（σ１，σ２，…，

σ犽），犝犿×犿＝（狌１，狌２，…，狌犽＋１，…，狌犿）；犞狀×狀＝（狏１，

狏２，…，狏犽，狏犽＋１，…，狏狀）。其中，σ犻＝ λ槡犻（犻＝１，２，

…，犽，…，狀）称为矩阵犃的奇异值，λ１≥λ２≥…≥

λ犽＞０是犃犃
Ｔ 和犃Ｔ犃 的非零特征值的全体，而

λ犽＋１＝λ犽＋２＝…＝λ狀＝０为犃
Ｔ犃的狀－犽个零特征

值；狌犻、狏犻（犻＝１，２，…，犽）分别是犃犃
Ｔ 和犃Ｔ犃对应

于非零特征值λ犻 的特征向量。狌犻（犻＝犽＋１，…，

犿）是为了表示上的方便而引入的（犿－犽）个向

量，可以设想它是犃犃Ｔ 对应于λ犻＝０的特征向量。

同理，狏犻（犻＝犽＋１，…，狀）为犃
Ｔ犃对应于λ犻＝０的

特征向量。将式（１）写成乘积的形式：

犃＝∑
犽

犻＝１

σ犻狌犻狏
Ｔ
犻 （２）

如果矩阵犃代表一幅人脸图像，式（２）就是对应

人脸图像进行正交分解。将矩阵Σ中主对角线

上的奇异值元素σ犻连同犇犿×狀中剩余的（狀－犽）个

０构成一个狀维列向量：

狓狀×１ ＝犇狀×狀犲＝ （σ１，…，σ犽，０，…，０）
Ｔ （３）

式中，犇狀×狀为犇 中的第一个狀阶子式；列向量犲＝

（１，１，…，１）Ｔ狀×１，称狓狀×１为犃的奇异值特征向量。

对于任何实矩阵犃，在λ１≥λ２≥…≥λ犽 的限制下，

奇异值对角矩阵Σ是惟一的，因此，原人脸图像犃

对应于惟一的奇异值特征向量。

２　２犇离散余弦变换

２Ｄ离散余弦变换定义为：

犆（狌，狏）＝犪（狌）犪（狏）∑
犕－１

狓＝０
∑
犖－１

狔＝０

犳（狓，狔）·

ｃｏｓ
（２狓＋１）狌π
２［ ］犕

ｃｏｓ
（２狔＋１）狏π
２［ ］犖

（４）
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（狌＝０，１，２，…，犕－１；狏＝０，１，２，…，犖－１）

式中，犆（狌，狏）为变换结果，也称 ＤＣＴ 系数。

犪（狌）、犪（狏）分别定义为：

犪（狌）＝
１／槡 犕，狌＝０

２／槡 犕，狌＝１，２，…，犕－
烅
烄

烆 １

犪（狏）＝
１／槡 犖，狏＝０

２／槡 犖，狏＝１，２，…，犖－
烅
烄

烆 １

　　离散余弦变换的特点是：频域变化因子狌、狏

较大时，ＤＣＴ系数犆（狌，狏）的值很小；而数值较大

的犆（狌，狏）主要分布在狌、狏较小的左上角区域，这

也是有用信息的集中区域。

３　嵌入式隐马尔可夫模型

ＥＨＭＭ由一组超状态序列和多组嵌入的子

状态序列组成，每个人脸用一个ＥＨＭＭ 的参数

来表示，人脸的差异就是通过模型参数的不同表

现出来的。一个ＥＨＭＭ 可记为：

λ＝ （π，犃，Λ）

式中，π为超状态初始概率分布，π＝｛π犻，１≤犻≤

犖｝；犖 为垂直方向超状态数；犃为超状态转移概

率矩阵，犃＝｛犪犻犼，１≤犻，犼≤犖 ｝；Λ 为超状态内嵌

入的 水 平 方 向 的 子 ＨＭＭ 序 列，即 嵌 入 的

ＨＭＭ，Λ＝｛Λ
犻，１≤犻≤犖｝；第犻个超状态可表示

为Λ
犻＝｛π

犻，犃犻，犅犻｝，π
犻 为第犻个超状态中嵌入状

态的初始概率分布，π
犻＝｛π

犻
犽，犻≤犽≤犖

犻｝；犖犻 为

第犻个超状态中嵌入状态数，子状态犛犻＝｛犛犻犽，１

≤犽≤犖
犻｝；犃犻为第犻个超状态中嵌入状态的转移

概率矩阵，犃犻＝｛犪犻犽犾，１≤犽，犾≤犖
犻｝；犅犻为第犻个超

状态中嵌入的子状态的观察值概率密度函数，犅犻

＝｛犫犻犽（犗狋
０
，狋
１
）｝，其中犗狋

０
，狋
１
表示狋０行、狋１ 列的观察

向量（狋０＝１，…，犜０；狋１＝１，…，犜１），犅
犻 通常用多

维高斯概率密度函数来近似表示：

犫犻犽（犗狋
０
，狋
１
）＝∑

犉

犳＝１

犆犻犽犳犖（犗狋０，狋１，狌
犻
犽犳，犝

犻
犽犳）

（１≤犽≤犖
犻）

式中，犉为组成犫犻犽（犗狋
０
，狋
１
）的混合概率密度函数的

个数；犆犻犽犳是超状态犻中嵌入状态犽的第犳 个组合

量的组合系数；犖（犗狋
０
，狋
１
，μ
犻
犽犳，犝

犻
犽犳）为多维高斯概

率密度函数。其中，μ
犻
犽犳为超状态犻中嵌入状态犽

的第犳个组合量的均值向量，犝
犻
犽犳为超状态犻中嵌

入状态犽的第犳个组合量的协方差矩阵。

ＥＨＭＭ有三个基本算法。

１）给定模型参数λ＝（π，犃，Λ）和观察向量序

列犗，如何计算概率狆（犗｜λ），即观察向量序列与

模型吻合的概率。它是一个评估问题，可决定出

在多个模型中选择与观察向量序列最佳匹配的模

型。本文采用向前向后算法［５］。

２）给定模型参数λ＝（π，犃，Λ）和观察向量序

列犗，选择最佳状态序列来解释观察向量序列，即

揭开模型的隐含部分，在优化准则下找到最优状

态序列。本文采用双重嵌套的Ｖｉｔｅｒｂｉ算法
［６］。

３）给定观察向量序列犗，如何调整模型参

数，使狆（犗｜λ）最大，即模型参数估计问题。本文

采用ＢａｕｍＷｅｌｃｈ算法
［６］。

根据人脸五官特征，人脸图像的ＥＨＭＭ 选

择如图１所示的拓扑结构。文献［７］认为，取５个

超状态对应人脸的前额、眼睛、鼻子、嘴和下巴，

分别描述和代表人脸的宏观特征。每个超状态内

嵌入的状态分别提取人脸局部区域特征，嵌入状

态数取（３，６，６，６，３）的结构时具有较好的识别

精度。因此，训练方法和识别方法采用文献［７］中

的方法，算法流程图如图２所示。

图１　人脸图像的ＥＨＭＭ

Ｆｉｇ．１　ＥＨＭＭｆｏｒＦａｃｅＩｍａｇｅ

图２　算法流程图

Ｆｉｇ．２　ＡｌｇｏｒｉｔｈｍｉｃＦｌｏｗ

９１１
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４　试验分析

本文采用奇异值分解和离散余弦变换来进行

观察向量的选择。具体做法是：在人脸图像平面

上分别用一个像素点数为８×８、１２×１２、１６×１６、

２０×２０、２４×２４、２８×２８、３２×３２的采样窗，从左

到右、从上向下滑动，相邻窗口在垂直方向和水平

方向分别有４行、４列重叠来获取观察图像块，如

图３。然后对获得的观察图像块分别采用离散余

弦变换，取变换后的矩阵左上角的２×２和３×３

元素作为特征向量和采用奇异值分解得到向量的

前４个和９个元素分别作为两种特征向量。

试验在 ＯＲＬ（Ｏｌｉｖｅｔｔｉｒｅｓｅａｒｃｈｌａｂｏｒａｔｏｒｙ）

上进行。ＯＲＬ人脸库包含了４０个人每人１０幅

共４００幅人脸图片，这些人脸图片是在不同时间、

不同光照条件、不同表情的情况下拍摄的面部正

图３　观察向量序列

Ｆｉｇ．３　ＯｂｓｅｒｖａｔｉｏｎＳｅｑｕｅｎｃｅ

面或者近似正面的照片。每个人取第一到第五幅

照片作为样本进行训练，第六到第十幅照片进行

识别。总共进行了２６６００次试验。试验平台为迅

驰１．４ＧＣＰＵ，２５６Ｍ 内存，３０Ｇ 硬盘，ＩＢＭＲ５０

５３Ｃ笔记本电脑，操作系统采用 ＷｉｎｄｏｗｓＸＰ

Ｈｏｍｅ版，开发平台为ＶＣ＋＋６．０。结果如表１～

表２所示。

表１　四维特征向量ＳＶＤ和ＤＣＴ识别率、训练和识别时间的比较

Ｔａｂ．１　ＣｏｍｐａｒｉｓｏｎＢｅｔｗｅｅｎＳＶＤａｎｄＤＣＴａｔ４ＤＶｅｃｔｏｒｓｉｎ

ＲｅｃｏｇｎｉｔｉｏｎＲａｔｉｏ，ＴｒａｉｎｉｎｇａｎｄＲｅｃｏｇｎｉｔｉｏｎＴｉｍｅＣｏｓｔ

８×８ １２×１２ １６×１６ ２０×２０ ２４×２４ ２８×２８ ３２×３２

识别率ＤＣＴ ９７．５ ９７．５ ９８ ９７ ９６．５ ９３．５ ９０．５

ＳＶＤ ８５．５ ８１．５ ８７ ８６．５ ８２．５ ８０．５ ８２

平均训练和识

别时间／ｍｓＤＣＴ
２４２／５６９ ２１６／４８８ ２１８／４０１ １９５／３６３ １８３／３２３ １７４／２８９ １６４／２７６

ＳＶＤ ４８４／４６４ ７２７／４７６ １０６８／５２１１４３１／５５９１８８４／６０８５５０５／７１５２８７４／５７５

表２　九维特征向量ＳＶＤ和ＤＣＴ识别率、训练和识别时间的比较

Ｔａｂ．２　ＣｏｍｐａｒｉｓｏｎＢｅｔｗｅｅｎＳＶＤａｎｄＤＣＴａｔ９ＤＶｅｃｔｏｒｓｉｎ

ＲｅｃｏｇｎｉｔｉｏｎＲａｔｉｏ，ＴｒａｉｎｉｎｇａｎｄＲｅｃｏｇｎｉｔｉｏｎＴｉｍｅＣｏｓｔ

８×８ １２×１２ １６×１６ ２０×２０ ２４×２４ ２８×２８ ３２×３２

识别率ＤＣＴ ９９ ９７．５ ９８．５ ９８．５ ９８．５ ９６．５ ９５．５

ＳＶＤ － ８７ ８９．５ ９０．５ ８８．５ ８４．５ ８５．５

平均训练和识

别时间／ｍｓＤＣＴ
２７１／５９６ ２６８／５５８ ２４８／４９９ ２２６／４６６ ２１２／４１５ ２００／３６６ １８４／３５５

ＳＶＤ － ７４５／６１３ １１０２／６４０１４７２／６７４１９１９／７０３５５７０／７６２２９３５／８１３

　　

从表１、表２可以看出，在所有其他条件都不

变的情况下，用２Ｄ离散余弦变换作为特征量，不

管从识别率、训练时间、识别时间上，都比用奇异

值分解作为特征量的效果好。

表３反映了奇异值方法中，窗口大小分别是

８×８、１２×１２、１６×１６、２０×２０、２４×２４、２８×２８、３２

×３２时，特征向量从４维递增到３２维所有的识

别率，其中最高的也只有９２％，比余弦变换最高

为９９％的识别率要低。

５　结　语

通过上述的试验比较和分析可知，奇异值分

解用来提取特征向量在人脸识别中是可行的，但

不是最优的。相比之下，离散余弦变换来提取特

征向量，不管从识别率和速度上都是更优的选择。

本文所用的方法除了在人脸识别上能够有较

好的应用以外，也适用其他一些近景模式的识别

问题，如手势识别。由于平台的限制，目前的卫星

遥感图像的分辨率和时间连续性还不能满足要

０２１
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求，但是不排除在遥感技术高度发展的未来，用这 种方法进行遥感目标模式识别的可能性。

表３　ＳＶＤ的识别率

Ｔａｂ．３　ＲｅｃｏｇｎｉｔｉｏｎＲａｔｉｏｏｆＳＶＤ

维数 ８×８ １２×１２ １６×１６ ２０×２０ ２４×２４ ２８×２８ ３２×３２

４ ８５．５ ８１．５ ８７ ８６．５ ８２．５ ８０．５ ８２

５ ８９．５ ８６ ８８ ８８．５ ８４．５ ８１．５ ８３．５

６ ８７ ８６．５ ８９．５ ８８．５ ８６ ８３．５ ８４

７ ８８．５ ８７ ８９．５ ８９．５ ８７ ８４．５ ８３

８ ８８ ８７ ８９ ８８．５ ８７．５ ８４ ８６

９ － ８７ ８９．５ ９０．５ ８８．５ ８４．５ ８５．５

１０ － ８７ ８９．５ ９０．５ ８９ ８６ ８６

１１ － ８７ ９１ ９０ ８９ ８７．５ ８５．５

１２ － ８７ ９０．５ ９０．５ ９０ ８７．５ ８６．５

１３ － － ９０．５ ９０．５ ９０．５ ８８ ８７．５

１４ － － ９０ ９０ ９０ ８８．５ ８８．５

１５ － － ９０ ９０．５ ９１ ８８ ８９

１６ － － ９０ ９１ ９２ ８８ ８７．５

１７ － － － ９１．５ ９２ ８８ ８８

１８ － － － ９１ ９１．５ ８８．５ ８８．５

１９ － － － ９０．５ ９１．５ ８８．５ ８８．５

２０ － － － ９０．５ ９１．５ ８９ ８８．５

２１ － － － － ９１．５ ８９ ８８．５

２２ － － － － ９１ ８８ ８８．５

２３ － － － － ９１ ８８．５ ８９

２４ － － － － ９１ ８８．５ ８９．５

２５ － － － － － ８８．５ ８８．５

２６ － － － － － ８８．５ ８９

２７ － － － － － ８８．５ ８９．５

２８ － － － － － ８８．５ ８９．５

２９ － － － － － － ９０

３０ － － － － － － ９０

３１ － － － － － － ９０

３２ － － － － － － ９０
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数码相机的畸变差检测研究

林宗坚１　崔红霞２　孙　杰１　刘　丽 ３

（１　中国测绘科学研究院，北京市海淀区北太平路１６号，１０００３９）

（２　武汉大学遥感信息工程学院，武汉市珞喻路１２９号，４３００７９）

（３　武汉大学资源与环境科学学院，武汉市珞喻路１２９号，４３００７９）

摘　要：提出了一种检测面阵ＣＣＤ数码相机畸变差的方法。首先利用标准三维检校场测定面阵ＣＣＤ数码相

机的内方位元素和系统畸变系数，然后依据投影几何中空间直线经中心投影变换后仍是直线的原理，提出了

对面阵ＣＣＤ数码相机随机畸变的检测和改正方法。利用该方法对ＵＡＶＲＳⅡ系统中的面阵数码相机的畸变

进行了检校，获取了满意的结果。

关键词：相机检校；畸变；附加参数；边缘检测

中图法分类号：Ｐ２４６．１；Ｐ２３１．５

　　一般地，数码相机的检校包括主点位置（狓０，

狔０）、主距（犳）和畸变差的测定。目前，数码相机

畸变差的检测方法可以分为两大类：① 建立数学

畸变模型，实现“在任”或自检校改正，常规摄影测

量采用该方法对相机实施检校；② 建立面积不同

的准二维控制场，测定各类成像系统每个像素的

总畸变，建立该影像专用的数字畸变模型，以对各

类成像系统各个环节产生的各种畸变进行总体补

偿［１］。以上两种方法中，前者忽略了引起数码相

机畸变的随机误差，如ＣＣＤ组件引起的电学畸变

等；而后者则没有对综合畸变误差中的随机畸变

差给出定量的分析。本文在对 ＵＡＶＲＳⅡ系统

采用的非量测用面阵数码相机检校的过程中，分

别对系统畸变和随机畸变给出了定量的分析。

１　数码相机的检校

数码相机的畸变差分为系统畸变差和随机畸

变差。光学系统畸变差和ＣＣＤ纵横方向排列的

不垂直性、像素的非正方形引起的畸变差呈现一

定的系统性；电学因素等引起的畸变误差呈现较

强的随机性。本文提出的检测相机畸变差方法的

基本步骤是：采用附加参数的光束法平差测定内

方位元素和系统畸变系数；根据空间直线经过中

心投影在像平面上的影像仍然是直线的原理，对

随机畸变差进行检测并给出定量的分析。

１．１　附加参数光束法平差测定内方位元素和系

统畸变系数

对高精度室内三维实验场进行数据采集，采

用附加参数光束法平差［２］测定内方位元素和系统

畸变系数。

１．１．１　室内三维控制场拍摄

为使每张影像具有相同的主距犳 ，并且避免

数码相机结构上的不严谨所造成的焦距变化以及

主点位置（狓０，狔０）变化，在拍摄时，将摄影方式设

为手动曝光方式，并将物镜的焦距固定在无穷远

处，以达到锁定主距的目的（锁定主距也就锁定了

内方位元素值和物镜畸变系数）。实验使用 ＵＡ

ＶＲＳⅡ机载面阵数码相机，其面阵大小为３００８

像元×２０００像元。采用四站对角交向摄影方

式，每站曝光两次，共拍摄了８张影像，镜头焦距

为２０ｍｍ，光圈号数为１８，影像以ｔｉｆ格式存储输

出。

超焦点距离（又称为无穷远点［３］）为 犎＝

犳
２

犓×犈
。其中犈＝０．０５，犉＝２０ｍｍ，犓＝１８。因

此，当摄影距离大于０．４ｍ 时，就达到了“无穷远

距离”的条件。


