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一种遥感影像核变化检测方法

马国锐１　眭海刚１　李平湘１　秦前清１

（１　武汉大学测绘遥感信息工程国家重点实验室，武汉市珞喻路１２９号，４３００７９）

摘　要：提出了一种新的遥感影像核变化检测方法。该方法是将原始空间不同时相的输入矢量通过核函数非

线性映射到高维特征空间，然后在高维特征空间中通过传统变化检测方法处理得到新的输入矢量，最后通过

半监督的单类支持向量机算法对新的输入矢量构造变化区域与非变化区域的最优分割超平面。试验证实，本

文的核变化检测方法具有较高的检测精度和效率。
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　　利用不同时间获取的同一地区的遥感影像进

行地表变化检测的应用一直是遥感应用研究的热

点［１３］。多年来，研究人员提出了多种遥感影像变

化检测技术，如分类比较法、代数法、匹配法等，这

些方法大多选择一个距离测度和一个阈值，在输

入空间中计算两个时相相应输入矢量的距离或相

似度，输入矢量可以是像素、提取的特征矢量或者

目标的描述值。距离超过给定阈值的像素或区域

被认为是发生了显著的变化，距离小于阈值的没

有发生变化。事实上，在两个时相的较高维数的

输入矢量中，距离等于阈值时的方程将构成一个

超曲面（如果距离度量为线性，将构成超平面），超

曲面将变化区域与非变化区域分开。在输入空

间，变化区域与非变化区域的可分性仅由输入矢

量和距离测度度量，输入矢量维数过高和距离测

度复杂度增加都会显著地影响算法的性能，降低

变化检测的效率。本文引入核函数思想［４，５］，将

两个时相的输入矢量非线性映射到高维特征空

间，这样一般会增加变化区域与非变化区域的线

性可分性［６］。

１　核变化检测算法

差值法和比值法操作简单，应用最为广

泛［７，８］。这两种算法是在原始输入空间中构造变

化区域与非变化区域的分割超曲面，但分割能力

有限，一般只适合单波段图像。本文提出的核变

化检测算法将原始空间不同时相的输入矢量通过

核函数非线性映射到高维特征空间，在高维特征

空间中利用传统变化检测方法处理得到新的输入

向量，然后通过半监督的单类支持向量机算法构

造变化区域与非变化区域的最优分类超平面。核

函数的利用使得大量的内积运算在输入空间而不

是在高维特征空间中进行，间接地构造了原始空

间更加复杂的非线性分割超曲面，增强了变化检

测性能，而几乎没有增加计算负担。

核变化检测算法原理如下：假设一个时相的

样本为狆＝｛狆１，…，狆犾｝，另一个时相的样本为狇＝

｛狇１，…，狇犾｝，犾是样本的数目。第犻个样本的特征

狆犻＝｛狆犻，１，…，狆犻，犿｝，狇犻＝｛狇犻，１，…，狇犻，犿｝，犿 是特征

的维数。

用线性学习器学习非线性问题一般分两

步［９］。

１）将两个时相的数据集非线性映射到高维

特征空间，特征空间的维数设为犖 维，则

Φ（狆）＝ ｛１（狆），２（狆），…｝

Φ（狇）＝ ｛１（狇），２（狇），…｝

　　在特征空间里取两个时相的样本差值作为新

的输入样本，新样本的数量仍然是犾个，但每个新

样本的维数变为犖 维：

Φ（狓）＝ ｛１（狓），２（狓），…｝＝Φ（狆）－Φ（狇）＝

｛１（狆）－１（狇），２（狆）－２（狇），…｝
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第犻个样本变为Φ（狓犻）＝Φ（狆犻）－Φ（狇犻）或犻（狓）

＝犻（狆）－犻（狇）。

２）在特征空间里使用线性学习器分类，表示

成：

犳（狓）＝∑
犖

犻＝１

狑犻犻（狓）＋犫＝∑
犖

犻＝１

狑犻（犻（狆）－

犻（狇））＋犫 （１）

线性学习器可以表达为对偶形式，即决策规则可

以在对偶空间中用测试点和训练点的内积表

示［１０］：犳（狓）＝∑
犾

犻＝１

α犻（Φ（狓犻）·Φ（狓））＋犫。

使用核函数可以直接在特征空间中计算内

积，从而可以将上面两个步骤统一起来，将数据隐

式地表达为特征空间，越过本来需要的计算特征

映射的问题。

Φ（狓）·Φ（狓′）＝Φ（狆）·Φ（狆′）－Φ（狆）·Φ（狇′）－

　Φ（狇）·Φ（狆′）＋Φ（狇）·Φ（狇′）＝犓（狆，狆′）－

　犓（狆，狇′）－犓（狇，狆′）＋犓（狇，狇′）＝Κ（狓，狓′）

（２）

组合核函数：

Κ（狓，狓′）＝Κ（狆，狇，狆′，狇′）＝犓（狆，狆′）－

犓（狆，狇′）－犓（狇，狆′）＋犓（狇，狇′） （３）

则决策函数为：

犳（狓）＝∑
犾

犻＝１

α犻（Φ（狓犻）·Φ（狓））＋犫＝

∑
犾

犻＝１

α犻Κ（狓犻，狓）＋犫 （４）

　　考虑到变化区域与非变化区域样本的严重不

对称性和变化区域样本不易获取及非变化区域样

本也无法穷举的事实，本文采用单类支持向量机

算法构造最优分类超平面。单类支持向量机超平

面法由Ｓｃｈｏｌｋｏｐｆ等人于１９９９年提出，方法是在

特征空间中计算一个超平面，使之与原点的距离

尽量大，且使尽可能多的训练样本位于超平面的

另一侧，变化区域作为正样本，没有变化的区域作

为原点而不必选取。

其原始最优化问题为：

ｍａｘ
狑，ξ，ρ
－
１

２
‖狑‖

２
－
１

狏犾∑
犾

犻＝１
ξ犻＋ρ

ｓ．ｔ．（狑·（狓犻））≥ρ－ξ犻，ξ犻≥０，ρ≥０，狏∈（０，１］

（５）

最终的决策函数为犳（狓）＝ｓｇｎ｛（狑·Φ（狓））－ρ｝，

其中，ｓｇｎ表示符号函数。

为解最优化问题，引入Ｌａｇｒａｎｇｅ系数α犻≥０，

β犻≥０，犻＝１，…，犾，对应的Ｌａｇｒａｎｇｅ函数为：

犔犘（狑，ξ，ρ；α，β）＝
１

２
‖狑‖

２
－
１

狏犾∑
犾

犻＝１
ξ犻－

ρ－∑
犾

犻＝１

α犻（（狑·Φ（狓））－ρ＋ξ犻）－∑
犾

犻＝１
β犻ξ犻（６）

对狑、ξ、ρ求偏导并令其等于零，得：

狑＝∑
犾

犻＝１

α犻Φ（狓犻），α犻 ＝
１

狏犾
－β犻≤

１

狏犾
，∑
犾

犻＝１

α犻 ＝１

代入决策函数，得：

犳（狓）＝ｓｇｎ｛∑
犾

犻＝１

α犻Κ（狓犻，狓）－ρ｝＝

ｓｇｎ｛∑
犾

犻＝１

α犻Κ（狆犻，狇犻，狆，狇）－ρ｝ （７）

代入Ｌａｇｒａｎｇｅ函数，得到优化问题的对偶形式：

ｍｉｎ
α

１

２∑
犾

犻，犼＝１

α犻α犼Κ（狓犻，狓犼）

ｓ．ｔ．　０≤α犻≤１／狏犾，∑
犾

犻＝１

α犻 ＝１ （８）

　　求解该 ＱＰ问题可以得到α的值，不为零的

α犻所对应的样本称为支持向量，根据任一支持向

量都可以得出：

ρ＝ （狑·Φ（狓犻））＝∑
犾

犼＝１

α犻Κ（狓犼，狓犻）＝

∑
犾

犼＝１

α犻Κ（狆犼，狇犼，狆犻，狇犻） （９）

　　根据ρ和α及支持向量即可进行决策判断。

要测试一个新的样本狕＝｛狆，狇｝是否是变化区域，

根据决策规则，如果犳（狓）≥０，则为变化区域；否

则，为非变化区域。

２　试验与分析

试验图像如图１所示，图像大小为４９０像素

×４１０像素，拍摄时间分别为２００２年９月１０日

和２００３年４月１日 。试验环境为 ＷｉｎｄｏｗｓＸＰ、

Ｃ＋＋、Ｐｅｎｔｉｕｍ２．８ＧＨｚ、５１２Ｍ 内存。具体步骤

如下。

图１　遭破坏前后的影像和样本

Ｆｉｇ．１　ＩｍａｇｅｓａｎｄＳａｍｐｌｅｓ

１）训练样本选取。采用半自动人机交互方

式提取变化区域，如图１中数字１标识的区域，训

８９５
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练样本共３２１个，每个样本的元素取两个时相的

犚、犌、犅分量，共６维。

２）测试样本选取。取其他变化区域为测试

样本的正样本，如图１中数字２标识的区域，正样

本共６９２个，再取某处没有显著变化的区域为负

样本，如数字３标识的区域，负样本共２８４个，测

试样本合计９７６个。测试样本的元素取值同训练

样本，并对训练样本和测试样本分别进行尺度变

化，使每个元素的值落在［－１，１］区间中。

３）模型选择与训练。模型选择包括支持向

量机的选择、核函数的选择和相关参数的选择。

本文采用单类支持向量机进行训练，取ＲＢＦ为单

个的核函数，其组合核函数为：

Κ（狓，狓′）＝Κ（狆，狇，狆′，狇′）＝ｅｘｐ｛－γ狘狆－狆′狘
２｝

－ｅｘｐ｛－γ狘狆－狇′狘
２｝－ｅｘｐ｛－γ狘狆′－狇狘

２｝

＋ｅｘｐ｛－γ狘狇－狇′狘
２｝ （１０）

　　相关的参数涉及狏和γ，由于狏是间隔错误

样本点个数所占总样本点个数份额的上界，也是

支持向量个数所占总样本点个数份额的下界，而

且训练样本是经过确认的发生了显著变化的区

域，可信度较高，故此处取狏＝０．０１，保证９９％的

样本决策正确。对参数γ的选择一般有三个可以

参考的标准：最少的支持向量、最大化分类间隔、

最大检测精度。本试验中，三者随参数γ的变化

趋势如图２、图３和图４所示。从图中可以看出，

支持向量个数随γ的增大而逐渐增多，分类间隔

随γ的增大而逐渐减小。根据这两个标准，似乎

选择的γ越小越好，但测试数据的检度精度曲线

却出现了一个峰值（图４），在γ＝０．０６２５处具有

最大的检测精度９６．８％。这是因为在狏相对确

定的情况下，γ决定特征空间中决策平面的收缩

程度，γ越小，决策平面越宽松，正的测试样本检

测率越高，但负测试样本由于含有较多非显著的

变化区域，所以会出现较多误检。随着γ的增大，

决策平面逐渐向样本点收缩，负测试样本的检测

精度提高，但同时使得检测算法的推广性能变差，

正测试样本的检测率逐渐下降，总体测试样本的

检测精度随γ呈非单调变化。

图２　支持向量随γ变化的曲线图

Ｆｉｇ．２　ＮｕｍｂｅｒｏｆＳｕｐｐｏｒｔ

ＶｅｃｔｏｒｓａｓＦｕｎｃｔｉｏｎｏｆγ

　 　
图３　分类间隔随γ变化的曲线图

Ｆｉｇ．３　ＭａｒｇｉｎｆｒｏｍｔｈｅＯｒｉｇｉｎ

ａｓＦｕｎｃｔｉｏｎｏｆγ

　 　
图４　检测精度随γ变化的曲线图

Ｆｉｇ．４　ＤｅｔｅｃｔｉｏｎＡｃｃｕｒａｃｙ

ａｓＦｕｎｃｔｉｏｎｏｆγ

　　４）变化检测。根据选取的狏和最优的γ，对待

检测区域的每个像素进行预测，对变化的像素进行

标记。如图５所示，采用传统的差值法和比值法变

化检测方法得到的差异影像结果如图６、图７所示。

图５　核变化检测结果标识

Ｆｉｇ．５　ＫｅｒｎｅｌＣｈａｎｇｅ

ＤｅｔｅｃｔｉｏｎＲｅｓｕｌｔ

　　　
图６　差值变化检测差异图

Ｆｉｇ．６　ＤｉｆｆｅｒｅｎｃｅＣｈａｎｇｅ

ＤｅｔｅｃｔｉｏｎＲｅｓｕｌｔ

　　　
图７　比值变化检测差异图

Ｆｉｇ．７　ＲａｔｉｏＣｈａｎｇｅ

ＤｅｔｅｃｔｉｏｎＲｅｓｕｌｔ

　　比较图６和图７可以发现，差值法和比值法

均显著地增强毁伤变化和阴影变化，比值法在更

好地突出毁伤变化的同时，也增强了树木阴影等

许多微弱变化。传统的变化检测方法需要人工确

９９５
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定阈值才能得到变化的二值影像图，本文方法是

根据样本中获取的参数和模型直接得到变化的检

测结果。从图５可以看出，核变化检测可以很好

地检测出显著的毁伤变化，对树木的阴影等非显

著的弱小变化具有很好的抵抗作用，但对建筑物

阴影变化也都检测出来了，这是因为本文的方法

依赖图像的高精度配准，基于像素的变化检测方

法对投影差非常敏感，这是本文方法的不足之处。

不过相对于毁伤变化，阴影变化一般更加具有规

则的几何形状和狭长的结构，据此可以去除这些

不感兴趣的显著变化，得到最终的变化检测结果。
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