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A Kernel Change Detection Algorithm in Remote Sensing Image

MA Guorui' SUI Haigang'

LI Pingxiang'

QIN Qianging'

(1 State Key Laboratry for Information Engineering in Surveying, Mapping and Remote Sensing,

Wuhan University, 129 Luoyu Road, Wuhan 430079, China)

Abstract: A kernel change detection algorithm (KCD) is proposed. The input vectors from

two images of different times are mapped into feature space of high dimension via a nonlinear

mapping. Which will usually increase the linear separation of change and no-change regions.

Then, a simple linear distance measure between two feature vectors of high dimension is de-

fined in features space, which corresponds to the complicated nonlinear distance measure in

input space. Furthermore, the distance measure’s dot is expressed in the combination of ker-

nel functions and large numbers of dot operations processed in input space not in feature

place by combined kernel tactic, which avoids the operation burden in high dimension space.

The soft margin single-class support vector machine (SVM) is taken to select the optimal hy-

per-plane. Results show that KCD has excellent performance in speed and accuracy.
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