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混合地理加权回归模型算法研究
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摘　要：以迭代算法为基础，推导出混合地理加权回归模型的常系数（全局参数）和变系数（局域参数）的计算

方法，并以上海市住宅小区楼盘销售平均价格为例进行验证。结果表明，混合地理加权回归模型的计算量略

大于地理加权回归模型，但对样本数据的拟合更好，局域参数估计更稳健。
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　　在空间数据分析中，一般线性回归模型（ｏｒ

ｄｉｎａｒｙｌｉｎｅａｒｒｅｇｒｅｓｓｉｏｎ，ＯＬＲ）因其具有完备的

理论体系和统计推断方法，常用来确定和分析变

量之间的关系，有着非常广泛的应用。考虑到空

间数据的空间非平稳性，ＯＬＲ模型的分析结果不

能全面反映空间数据的真实特征，尤其是数据随

空间区域的变化规律，为此有学者提出了空间变

系数回归模型（ｓｐａｔｉａｌｌｙｖａｒｙｉｎｇｃｏｅｆｆｉｃｉｅｎｔｒｅ

ｇｒｅｓｓｉｏｎｍｏｄｅｌ）
［１］，Ｆｏｔｈｅｒｉｎｇｈａｍ等称之为地理

加权回归模型（ｇｅｏｇｒａｐｈｉｃａｌｌｙｗｅｉｇｈｔｅｄｒｅｇｒｅｓ

ｓｉｏｎｍｏｄｅｌ，ＧＷＲ）
［２，３］。ＯＬＲ模型假设回归参数

在空间上是不变的，而ＧＷＲ模型允许回归参数

随着地理空间的变化而变化。但在有些情况下，

并不是所有参数都随地理空间变化而变化，有些

参数在空间上是不变的，或者其变化非常小，可以

忽略不计［４，５］。例如，预测城市房地产价格时，与

房地产自身相关因素（如建筑结构、建筑质量等）

及其所在区位相关因素（如交通状况、公共设施

等）的影响力在空间上是变化的，而对房地产价格

产生影响的社会经济因素（如失业水平等）在整个

研究区域的影响力基本是一致的。因此，实际问

题分析中应采用改进方案，即回归模型中的部分

参数随空间位置改变而变化，其余参数为常数。

这种新的回归模型，有的学者称之为半参数空间

变系数回归模型［１］，Ｂｒｕｎｓｄｏｎ等称为混合地理加

权回归模型（ｍｉｘｅｄＧＷＲｍｏｄｅｌ，ＭＧＷＲ）
［６，７］。

本文采用后一种名称。

地理加权回归模型中的参数皆为局域参数，

而混合地理加权回归模型中的参数部分为全局参

数，部分为局域参数，因此地理加权回归模型的参

数估计方法不能直接用来估计混合地理加权回归

模型的参数。对于如何解算混合地理加权回归模

型问题，魏传华等提出了一种两步估计方法［１］，并

进行模拟试验。Ｂｒｕｎｓｄｏｎ等应用迭代算法得到

常值系数的近似估计［６］。笔者以迭代算法为基

础，进行严密的理论推导，得到 ＭＧＷＲ模型的常

系数和变系数估计的精确表达式，并给出了具体

计算过程，最后以上海市住宅小区楼盘销售平均

价格为例进行验证分析。

１　理论方法

１．１　地理加权回归模型

一般线性回归模型公式如下：

狔犻＝犪０＋∑
狀

犽＝１

犪犽狓犻犽＋θ犻 （１）

式中，狓犽（犽＝０，１，…，狀）是独立变量；狔犻是狓犽的线

性组合；犪犽（犽＝１，２，…，狀）为参数；犪０为常数项；犻

为样本点（犻＝１，２，…，犿）；θ犻为符合正态分布的独

立误差项（θ犻～犖（０，σ
２））。

以矩阵形式表示为：

犢＝犡犃＋θ （２）
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其 中，犃 ＝ ［犪０ 犪１ … 犪狀 ］
Ｔ，犡 ＝

１ 狓１１ … 狓１狀

  

１ 狓犿１ … 狓

烄

烆

烌

烎犿狀

，θ＝［θ１ … θ犿］
Ｔ，犢＝［狔１

… 狔犿］
Ｔ。采用最小二乘方法估计参数：

犃＝ （犡
Ｔ犡）－１犡Ｔ犢 （３）

　　地理加权回归，也称为基础地理加权回归

（ｂａｓｉｃＧＷＲ，ＢＧＷＲ），是线性回归模型的扩展，

允许参数在空间区域上变化，其公式为：

狔犻＝犪犻０＋∑
狀

犽＝１

犪犻犽狓犻犽＋θ犻，犻＝１，２，…，犿 （４）

以矩阵形式表示为：

犢＝犡犃＋θ （５）

其中，犃＝

犪１０ 犪２０ … 犪犿０

犪１１ 犪２１ … 犪犿１

   

犪１狀 犪２狀 … 犪

烄

烆

烌

烎犿狀

。采用加权最小

二乘方法得到回归点犻的参数估计为：

［^犪犻０ … 犪^犻狀］
Ｔ
＝ （犡

Ｔ犠犻犡）
－１犡Ｔ犠犻犢，

犻＝１，２，…，犿 （６）

这里权重矩阵犠犻＝ｄｉａｇ（狑犻１ … 狑犻犼 … 狑犻犿）；犼

＝１，２，．．．，犿。权衡不同空间位置的观测值对于

回归点犻参数估计的影响程度，犠犻犼是犻、犼两点之

间距离犱犻犼的连续单调递减函数。将式（６）代入式

（５）得到犢的估计值犢^为：

犢^＝犛犢 （７）

其中，犛＝犡（犡Ｔ犠犻犡）
－１犡Ｔ犠犻为帽子矩阵

［３］。

１．２　混合地理加权回归模型

混合地理加权回归模型是同时考虑常系数和

变系数的回归模型，这里把常系数划为一组，记为

犪犵，称为全局系数；把变系数也划为一组，记为犫犵，

称为局域系数；对应的独立变量也分为两组分别记

为犡犪和犡犫。于是ＭＧＷＲ模型可以写成如下形式：

狔犻＝∑

狀
１

犽＝１

犪犽狓犻犽（犪）＋∑

狀
２

犾＝１

犫犻犾狓犻犾（犫）＋θ犻 （８）

其中，犻＝１，２，…，犿；狀１＋狀２＝狀；｛狓犻１（犪）… 狓犻狀
１

（犪）｝为与狀１个全局系数｛犪１ … 犪狀
１
｝相对应的独

立变量；｛狓犻１（犫）… 狓犻狀
２
（犫）｝为与狀２个局域系数

｛犫犻１ … 犫犻狀
２
｝相对应的独立变量；狔犻是独立变量

的线性函数。

分析式（８）可以得到，如果去掉犪犵，ＭＧＷＲ

就变成ＧＷＲ，用加权最小二乘方法估计参数；如

果去掉犫犵，ＭＧＷＲ就变成ＯＬＲ，用最小二乘方法

估计参数。

１．３　混合地理加权回归模型系数估计的算法

ＭＧＷＲ模型系数估计迭代算法的基本思路

是先假设｛犪１ … 犪狀
１
｝为已知，用ＢＧＷＲ方法估

计｛犫犻１ …犫犻狀
２
｝，然后将估计的系数代回方程（８），

用ＯＬＲ方法估计｛犪１ … 犪狀
１
｝；再将｛犪１ … 犪狀

１
｝

的估计值代回方程（８），用ＢＧＷＲ方法估计｛犫犻１

…犫犻狀
２
｝。

为了方便推导，把 ＭＧＷＲ模型改写成矩阵

形式：

犢＝犡犪犪＋犕＋θ （９）

其中，犢为非独立变量向量；犡犪为犪犵 对应的独立

变量矩阵；犪为犪犵 的系数向量；θ为误差向量；犕

向量的第犻个元素为∑

狀
２

犾＝１

犫犻犾狓犻犾（犫）。假设｛犪１ …

犪狀
１
｝已知，将犪犵 从犢中减掉，得：

（犢－犡犪犪）＝犕＋θ （１０）

由§１．１可知：

犕^ ＝犛（犢－犡犪犪） （１１）

这里犛＝犡犫（犡
Ｔ
犫犠犻犡犫）

－１犡Ｔ犫犠犻，犛为犫犵 的帽子矩

阵。

将犕 向量的估计值犕^ 代入方程（９）可得：

（犐－犛）犢＝ （犐－犛）犡犪犪＋θ （１２）

设犣＝（犐－犛）犢，犙＝（犐－犛）犡犪，则式（１２）简化为：

犣＝犙犪＋θ （１３）

　　方程（１３）为标准的 ＯＬＲ模型，用最小二乘

法可以得到全局系数犪的估计值犪^：

犪^＝ （犙
Ｔ
犙）

－１
犙
Ｔ犣＝

（犡Ｔ犪（犐－犛）
Ｔ（犐－犛）犡犪）

－１犡Ｔ犪（犐－犛）
Ｔ（犐－犛）犢

（１４）

将式（１４）代入式（１０），采用加权最小二乘方法，可

以得到局域系数犫的估计值犫^为：

犫^犻 ＝ （犡
Ｔ
犫犠犻犡犫）

－１犡Ｔ犫犠犻（犢－犡犪^犪） （１５）

　　计算过程如下。

１）对犡犪的每一行以犡犫为独立变量用ＢＧ

ＷＲ进行回归计算得到犡^犪，并计算犡犪的回归残差

狉（犡犪）；

２）对犢 以犡犫为独立变量用ＢＧＷＲ进行回

归计算出犢^，并计算犢的回归残差狉（犢）；

３）对狉（犢）以狉（犡犪）为独立变量，用ＯＬＲ回

归，得到全局系数犪的估计值犪^；

４）对（犢－犡犪^犪）以犡犫为独立变量，用ＢＧＷＲ

进行回归，得到局域系数犫的估计值犫^。

２　试验分析

根据上海市房地资源管理局提供的房地产销

售价格以及楼盘相关信息等，选取市中心８３个样

本区域中５６７个住宅小区进行试验，所有小区开

６１１
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发、销售时间在２００３年１月到２００５年７月之间，

样本分布情况如图１所示。为了对上海市住宅楼

盘销售平均价格（元／ｍ２）进行回归分析，经过比

较研究，选取了１８个典型的影响因子（变量）
［８］，

分别为区域因素１０个、个别因素６个、一般因素

２个，见表１。其中人口密度和失业率为社会经济

等一般因素，对整个城市房地产市场的影响力是

一致的，为犪犵 变量；其余因子皆随区域而异，为犫犵

变量。由于获取的样本存在时间差异，为了减少

时间因素对回归结果的影响，在回归计算以前进

行了数据归一化，根据上海市房地产评估中心提

供的相关资料，把销售平均价统一归算到２００５年

７月。回归分析分别采用ＢＧＷＲ模型和 ＭＧＷＲ

模型进行拟合，其中试验中选取的权重函数为可

变带宽的二次方核函数［３，９］。

两个模型的环境质量（ｑｕａｅｎｖｉ）变量的估计

结果在空间上的分布如图２所示。通过对比分析

可以发现，两个模型得出的环境质量变量的估计

值的空间变化图景的整体趋势是非常相似的，影

响峰值都沿着黄浦江与苏州河两岸，以及浦东世

纪公园等大型绿地周围，与现实情况吻合良好，说

明 ＭＧＷＲ模型和ＢＧＷＲ模型都能较好地拟合

样本数据。进一步仔细观察会发现两者还是存在

一定的差异，以影响峰值周围区域为例，系数在

图２（ａ）中变化梯度较大，而在图２（ｂ）中要相对平

滑，原因就在于代表住宅个性和区域特性的变量

往往和一般性的社会经济因素相关联，把社会经

济因素从ＢＧＷＲ模型中忽略掉，不可避免会导致

住宅个性和区域特性变量的对应系数估计产生一

定程度的区域波动，从而导致ＢＧＷＲ模型估计产

生偏差。两个模型的其他变量的估计值在空间变

化图景的整体趋势上也是相似的。

ＡＩＣ（Ａｋａｉｋｅｉｎｆｏｒｍａｔｉｏｎｃｒｉｔｅｒｉａ）信息规则

是模型比较的常用方法，两个模型的ＡＩＣ值相差

表１　影响因子

Ｔａｂ．１　ＩｎｄｅｐｅｎｄｅｎｔＶａｒｉａｂｌｅｓ

变量名称 变量说明 ＢＧＷＲＭＧＷＲ

容积率
小区容积率＝总建筑面积／土地总

面积
 

绿化率
小区绿化率＝（土地面积－建筑占

地面积）／土地面积
 

地铁站距离
小区到最近地铁站的距离，小于１

ｋｍ为１；其他为０
 

道路宽度 小区前面道路的宽度，以ｍ为单位  

建筑类型
小区建筑类型，别墅为２；６层以上

为１；其他为０
 

建筑质量 小区建筑质量好为１；其他为０  

公园距离
小区到公园（狊＞５００００ｍ２）的距离

小于１ｋｍ为１；其他为０
 

占地面积 小区的宗地面积／ｍ２  

临街距离 小区临街距离／ｍ  

公交站数量 小区周围公交站总数量  

地铁站数量 样本区域内地铁站总数量  

停车场数量 样本区域内社会停车场总数量  

环境质量
样本区域综合环境质量，好为１；其

他为０
 

公用设施数量 样本区域公用设施数量  

道路覆盖率
样本区域道路覆盖率＝机动车道道

路总长度／样本区域面积
 

房屋出租情况
样本区域房屋出租超过１／３为１；

其他为０
 

人口密度 城市人口密度 （１００人／ｋｍ２） － √

失业率
城市失业率，上海市政府２００４年公

布的数据
－ √

　注：表示局域变量，√表示全局变量，－表示未包含。

图１　样本住宅小区示意图

Ｆｉｇ．１　ＤｉｓｔｒｉｂｕｔｉｏｎｏｆＳａｍｐｌｅＨｏｕｓｅＢｌｏｃｋｓ

图２　ＢＧＷＲ中样本区域环境质量估计值分布图

Ｆｉｇ．２　 ＭａｐｏｆＱｕａｅｎｖｉＴｅｒｍｉｎＢＧＷＲ

７１１
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３以上就认为有明显差异，模型的ＡＩＣ值越小，模

型越好。其计算公式如下：

ＡＩＣ＝２狀ｌｎ（^σ）＋狀ｌｎ（２π）＋狀
狀＋ｔｒ（犛）

狀－２－ｔｒ（犛｛ ｝）
（１６）

其中，犛＝犡（犡Ｔ犠犻犡）
－１犡Ｔ犠犻；^σ＝

犚犛犛
狀－ｔｒ（犛槡 ）

，犚犛犛

＝狔
Ｔ（犐－犛）Ｔ（犐－犛）狔；ｔｒ（犛）＝∑狊犻犻（犻＝１，２，

…，狀）。

比较两模型的ＡＩＣ值可以发现，２个模型对

５６７个样本数据拟合的程度比较接近，其中ＢＧ

ＷＲ为１１３４８，ＭＧＷＲ为１１３４２，也说明模型

ＭＧＷＲ优于模型ＢＧＷＲ。

３　结　语

针对混合地理加权回归模型中既有全局参数，

又有局域参数，不能直接应用地理加权回归模型方

法进行参数估计的问题，本文以迭代算法为理论基

础，推导出了混合地理加权回归模型中全局参数和

局域参数估计的准确表达式，并给出了具体的计算

方法，较好地解决了混合地理加权回归模型参数估

计的问题。以上海市房地产住宅小区销售平均价

格为例，验证了本文提出的参数估计方法的正确性

和有效性，无论从可视化效果还是定量分析来看，

ＭＧＷＲ模型拟合效果都要好于ＢＧＷＲ。当然由于

ＭＧＷＲ模型在第一个回归点要运行（狀２＋２）次

ＢＧＷＲ模型，计算量偏大，但随着计算机性能的提

高，计算时间差异将会越来越不明显。在本文的

回归分析中，只考虑了空间因素，而城市空间分布

和发展模式同时也受时间因素的影响，因此应进

一步发展４维的时空 ＭＧＷＲ模型。
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犓犲狔狑狅狉犱狊：ＩｎＳＡＲ；ｅｌｅｖａｔｉｏｎｍｏｄｅｌ；ｂａｓｅｌｉｎｅ；ｐａｒａｌｌｅｌｒａｙａｐｐｒｏｘｉｍａｔｉｏｎ；ｅｒｒｏｒｐｒｏｐａｇａｔｉｏｎ

犃犫狅狌狋狋犺犲犳犻狉狊狋犪狌狋犺狅狉：ＺＨＡＮＧＬｅｉ，ｐｏｓｔｇｒａｄｕａｔｅ，ｉｎｔｅｒｅｓｔｅｄｉｎｔｈｅｔｈｅｏｒｙｏｆＩｎＳＡＲａｎｄｉｔｓａｐｐｌｉｃａｔｉｏｎｓｉｎｓｕｒｆａｃｅｄｉｓｐｌａｃｅｍｅｎｔｄｅｔｅｃｔｉｏｎ．

Ｅｍａｉｌ：ｚｈａｎｇｌｅｎ＠ｇｍａｉｌ．ｃｏｍ
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