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网络安全态势感知关键实现技术研究
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摘　要：建立了网络安全态势感知的分层实现模型�并针对每个层次提出了基于多分类器融合的安全态势提
取方法、基于统计学习的分层态势评估方法以及基于遗传神经网络态势的动态预测方法。经仿真实验验证�
每个层次的实现方法都是可行有效的。
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　　网络安全态势感知是目前网络安全领域的一

个研究热点�已经引起了相关科研机构和研究人
员的足够重视［1］。当前主要是围绕网络安全态势
的主动、实时评估和感知进行研究�采用的方法主
要有多传感器数据融合方法［2］、分层分析法［3］、流
（flow）分析法［4］等�而未见系统地对网络安全态
势感知关键实现技术进行探讨。基于此�本文尝
试建立一个网络安全态势感知分层实现模型�自
底向上依次为网络安全态势要素提取层、态势评
估层和态势预测层�分别研究探讨各层的实现方
法�最后在所构建的实验环境中验证了每个层次
实现方法的可行性和有效性。

1　网络安全态势感知分层模型

网络安全态势感知模型是开展该领域研究的

前提和基础。在对典型态势感知模型 JDL 功能
模型［5］和 Endsely 的态势感知认知模型［6］分析的
基础上�提出了网络安全态势感知分层实现模型�
如图1所示。通过多传感器监控和采集网络流
量、IDS 报警信息等安全状态数据�从中提取出影
响网络安全态势的安全要素；采用“先局部后整
体”的评估策略�分别对服务、主机以及网络系统
所受到的安全威胁进行评估�并生成相应的安全
威胁等级；依据已知 T＋1�T＋2�…�T＋n时刻
的网络安全态势�预测 T＋（n＋1）时刻的网络安
全态势�使决策者能据此掌握更高层的网络安全

态势�为制定合理准确的决策提供依据。

图1　网络安全态势感知分层实现模型
Fig．1　Hierarchical Implementation Model for Network

Security Situation Awareness

2　基于多分类器融合的态势要素提
取

　　 由于网络安全态势易受攻击、病毒、漏洞以
及人为等的影响�单纯使用一种方法或一类分类
器很难在复杂的大规模网络环境中实现安全态势

要素的提取�也很难保证检测效果。基于此�提出
了一种基于多分类器融合的安全态势要素提取方

法。如图2所示�该模型主要包含分类器和融合
器两大部分�分别构建了遗传神经（BP neural
network with genetic algorithm�GA-BPNN）分
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类器、支持向量机 （ support vector machine�
SVM）分类器以及模糊聚类（fuzzy cluster�FC）分
类器［7-9］。而对于同一事件�不同分类器的分类结
果可能不同�因此�采用 DS 证据理论进行进一步
融合推理�首先计算各个证据的基本概率赋值函数
m、信任函数 Bel 和似然函数 Pal；然后用 DS 组合
规则计算所有证据联合作用下的基本概率赋值函

数、信任度函数和似然函数；最后根据一定的决策
规则�选择联合作用下支持度最大的假设。

图2　多分类器融合的态势要素提取模型
Fig．2　Situation Element Extraction Model

Based on Mult-i Classifier Fusion

3　基于统计学习的分层态势评估

结合实际环境�按照文献［3］对网络安全态势
评估所涉及到的服务威胁指数 Rs、主机威胁指数
RH 和网络系统威胁指数 R L 给出相应的量化计

算方法。
3．1　服务级

攻击对服务的安全威胁与攻击频率和攻击威

胁严重程度相关。给定分析时间窗口Δt�定义 t
时刻服务 S j 的威胁指数为：

RS j （t） ＝ C j（t）·10Cj （t） （1）
式中�C j（t）、C j（t）分别为 t时刻攻击威胁严重程
度和发生次数向量。
3．2　主机级

在时刻 t主机 H k 的威胁指数为：
RHk （t） ＝-V·-Rs（t） （2）

式中�-Rs（t）为 t时刻主机 Hk 的服务安全威胁向

量；V 为服务在主机开通的所有服务中所占权重向
量�其元素取值根据主机提供服务的重要性来确定。
3．3　网络系统级

在时刻 t网络系统的威胁指数为：
RL（t） ＝-W·-RH（t） （3）

式中�-RH（t）为 t时刻网络系统内主机的安全威胁
向量；-W为主机在被评估局域网中所占重要性的
权重向量�其元素取值根据各主机在局域网中的

地位来确定。

4　基于 GA-BPNN的态势动态预测

在评估过去和当前网络安全态势的基础上�
建立态势预测的神经网络模型�并采用改进的遗
传算法对其进行优化�用于实现网络安全态势的
非线性时间序列预测�具体步骤如下。

1） 依据历史和当前态势数据�定义态势预测
的神经网络模型 y p

n 和相应的误差函数 E：

y p
n ＝ f（∑K

k＝1
v kn ·f（∑M

m＝1
wmk ·x p

m －θk）－γn）

（4）

E ＝1
P∑

P

p＝1∑
N

n＝1
（y p

n －T p
n）2 （5）

式中�M、K、N 分别表示输入层、隐含层、输出层
的节点个数；wmk表示输入层与隐含层之间的连

接权值；v kn表示隐含层与输出层之间的连接权

值；θk 和γn 分别表示隐含层和输出层的阈值；f
表示隐含层到输出层的 Sigmoid 函数�f ＝

11＋exp（－x）；y
p
n 和 T p

n 分别代表第 p 个训练样

本所对应的第 n个实际输出和期望输出。
2） 采用遗传算法优化态势预测神经网络模

型�使实际输出值与期望输出值一致�定义优化目
标为：

f（t） ＝ 11＋ E（t） （6）

式中�t＝1�2�…为种群的个体数；f （t）表示第 t
子代个体适应度值；E（t）表示第 t 子代个体误差
情况。输出训练后的态势预测神经网络模型�并
动态调整参数值�寻找出最优参数组合�输出预测
结果。

5　仿真实验和结果分析

为了验证网络安全态势感知关键实现技术的

可行性和有效性�在局域网内搭建如图3所示的
实验环境�在指定时间内采用攻击软件对3个受
保护服务器发起各种攻击�攻击测试软件均属于
Probe、DoS、U2R和 R2L4个大类别。
5．1　网络安全态势要素提取

在实验中将攻击分成4个大类别 Probe、
DoS、U2R 和 R2L�然后再针对各个类别的事件
进行二次分类得到具体的攻击类型。下面以
Probe攻击为例分析该过程�Probe类攻击细分为
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图3　实验环境
Fig．3　Experimental Environment

Ipsweep、Nmap、Portsweep 和 Satan 4种。表1
给出了各个分类器的分类结果。对事件分类后的
结果采用 DS 证据理论来进行融合推理�以事件
分辨率作为各个分类器的信任度�即分类器分辨
出来的事件个数与事件总数之比。计算可得�
GA-BPNN分类器、SVM 分类器和 FC 分类器的
信任度分别为0．8333、0．6574和0．7593。对
108条事件进行融合后的结果�如图4所示�经融
合后能够分辨出事件104个�分辨率为0．9630�
远远高于任何单个分类器的分辨率。

表1　各个分类器的分类结果
Tab．1　Result of Every Classifier

攻击类型 I N P S
攻击数量 22 33 24 29
GA-BPNN 分辨攻击数 12 31 19 28
SVM 分辨攻击数 21 0 23 27
聚类分辨攻击数 21 31 20 10

图4　DS 融合结果
Fig．4　DS Fusion Result

5．2　网络安全态势评估
分别以实际攻击统计结果和态势要素提取结

果作为态势评估的输入�评估出整个系统的安全
态势。从图5可以直观地发现局域网系统的安全
威胁状况�系统在10：09～10：14�10：20～10：30�
10：44～10：47安全威胁指数很大�应引起管理员
高度重视；同时�在10：54～10：57这段时间内有
很明显的误报�究其原因是196服务器在这段时
间内出现异常�而该服务器所占权值又很高�直接
影响了整个网络安全态势。

图5　系统级安全威胁态势
Fig．5　System-Level Security T hreat Situation

5．3　网络安全态势预测
依据态势评估结果�取连续的90个安全态势

值�前60个作为样本�后30个作为测试样本。采
用 GA 算法确定神经网络的权值和阈值。初始种
群个数 popu＝40�遗传代数 gen＝100�目标误差
goal＝0．001�学习速率 LP．lr ＝0．01�运行
33．922s后�达到目标误差�训练步数为4686�大
约45代时染色体的平均适应度趋于稳定。采用
训练后的态势预测模型和 BP 神经网络对测试样
本进行实验�结果发现当训练步数为200000时�
仍未达到误差目标�均方误差为0．00410441。如
图所示6所示�给出了 GA-BPNN 和 BP 算法的
预测曲线。通过比较分析�GA-BPNN 算法无论
是收敛速度还是运行时间都优于 BP 算法。

图6　GA-BPNN 与 BP 算法的预测曲线
Fig．6　Prediction Curve of GA-BPNN and BP
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