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摘　要：通过模拟算例，比较了Ｌ曲线法、ＧＣＶ法（广义交叉核实法）和虚拟观测法确定出的正则化参数，并对

影响正则化参数的因素进行了分析，得出结论：正则化参数的确定与信噪比密切相关，当信噪比增大时，各种

方法确定的正则化参数变化趋势不同，不同的情况确定正则化参数的适用方法也会有所差异。
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　　目前，半参数模型估计方法
［１３］中，补偿最小

二乘法应用最广泛，其关键为正则化矩阵和正则

化参数的确定。确定正则化参数的方法［４７］较多，

但各种方法确定的正则化参数并不相同，且没有

统一的评价指标。那么，影响正则化参数的主要

因素有哪些？它们对正则化参数产生了怎样的影

响？本文通过模拟算例分析了影响正则化参数的

主要因素。

１　半参数回归模型

一般情况下，半参数回归模型可写为：

犔
狀×１
＝犅

狀×狌
犡
狌×１
＋犛
狀×１
＋Δ
狀×１

，Δ～犖 ０，σ
２
０犘

－１（ ）犔 （１）

式中，犔为观测向量；犅为系数阵；犡为参数向量；

犛为变化规律复杂的非参数向量；Δ为偶然误差；

σ
２
０犘

－１
犔 为观测误差方差。

按补偿最小二乘估计准则［８］解算式（１）：

Φ＝犞
Ｔ犘犞＋α犛

Ｔ犚犛＝ｍｉｎ （２）

其中，犚为正则化矩阵，描述了非参数的光滑性；α

称为平滑参数，调节拟合部分犞Ｔ犘犞和光滑部分

犛Ｔ犚犛的平衡。解算半参数模型的关键是选择合

适的犚和α。

选择正则化参数α的主要方法有：①Ｌ曲线

法［９］；② 交叉核实或广义交叉核实法
［１０］；③ 虚拟

观测值法［６］。

２　影响正则化参数的因素分析

在补偿最小二乘准则中，正则化参数起到了平

衡拟合与平滑部分的作用，因此，可以认为正则化

参数与观测噪声和非参数有关，即与信噪比有关。

另外，确定正则化参数的方法是从不同的角度来推

算的，Ｌ曲线法主要靠曲线拟合来顾及补偿最小二

乘准则中的拟合和光滑部分，因此，观测值的个数

不能过少；ＧＣＶ法是在所有预测点的均方误差最

小准则下求得的最佳值；基于Ｈｅｌｍｅｒｔ方差分量的

虚拟观测法是把正则化参数看成两类观测的权来

确定。因此，正则化参数与方法本身也有关系。

假设有线性模型犢＝犅犡，并取犡＝［２　３］
Ｔ。

犅＝（犫犻，犼）为２００×２阶矩阵，犫犻，１＝７／３ｓｉｎ（１２犻／５），

犫犻，２＝７／３（ｓｉｎ（１２犻／５））
２，假设系统误差为犛＝［狊１

　狊２　…　狊２００］
Ｔ，狊犻＝１０（ｃｏｓ

３（狋犻）＋（（狋犻＋３００）／

１００）２），狋犻＝２（犻－１）π／１００，犻＝１，２，…，２００。观测

值的真值为珟犔＝犅犡＋犛。观测误差Δ由２００个服

从正态分布的随机数组成列向量，于是观测值为

犔＝犅犡＋犛＋Δ，观测值权阵犘为单位阵。正则化

矩阵犚按照时间序列法选取，本文采用了一阶平

滑的方法。

２．１　信噪比和确定方法对正则化参数的影响

为分析正则化参数与信噪比的关系，本文进

行了两步计算：首先，模拟不同的随机噪声和系统
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误差，但保持两者之比相同（即信噪比相同）；其

次，固定随机噪声，而系统误差逐渐增大（即信噪

比逐渐增大）。

上述计算中，分别采用本文提到的３种方法

来确定α，并对模型解算结果进行对比分析，以说

明各种方法本身对正则化参数确定的影响。计算

结果见表１～３和图１、２，其中，犽表示系统误差的

系数，ＲＭＳ表示均方根误差。

从表１可以看出，当信噪比相同时，相同方法

确定出的正则化参数保持不变。由计算结果可

知，信噪比确定时，最优方法是确定的。

　　表２中显示，当信噪比逐渐增大时，用不同方

法确定出的正则化参数也随之改变，因此，正则化

参数的确定与信噪比密切相关。随机噪声固定不

变，系统误差系数相同的情况下（即信噪比相同）３

种方法确定出的正则化参数并不相同。随着系统

误差犛的量级不断增大，用各种方法确定的α的

变化趋势有如下差异：犔曲线法确定出的α增大，

其他两种方法确定出的α减小。在系统误差量级

表１　取不同的随机噪声和系统误差量级，保持

两者之比相等，３种方法解算的结果

Ｔａｂ．１　ＲｅｓｕｌｔｓｏｆＴｈｒｅｅＭｅｔｈｏｄｓｉｎＣｏｎｄｉｔｉｏｎｏｆｔｈｅ

ＳａｍｅＲａｔｉｏｗｉｔｈＤｉｆｆｅｒｅｎｔＭａｇｎｉｔｕｄｅｓｏｆＳｙｓｔｅｍａｔｉｃ

ＥｒｒｏｒｓａｎｄＲａｎｄｏｍＥｒｒｏｒｓ

犖（０，０．５），

犽＝２

犖（０，１），

犽＝４

犖（０，２），

犽＝８

Ｌ曲线法

α ０．８０６０ ０．８０６０ ０．８０６０

σ^２０ ０．１３７８ ０．５５１４ ２．２０５５

ＲＭＳ犡 ０．０３３７ ０．０６７５ ０．１３４９

ＲＭＳ犛 ０．２６１７ ０．５２３４ １．０４６７

ＧＣＶ法

α ６．１４３０ ６．１４３０ ６．１４３０

σ^２０ ０．１７４０ ０．６９６１ ２．７８４４

ＲＭＳ犡 ０．０３２９ ０．０６５７ ０．１３１４

ＲＭＳ犛 ０．１７７２ ０．３５４４ ０．７０８８

虚拟观测法

α ２．７７５９ ２．７７５９ ２．７７５９

σ^２０ ０．１７４９ ０．６９９６ ２．７９８４

ＲＭＳ犡 ０．０３３１ ０．０６６２ ０．１３２４

ＲＭＳ犛 ０．１９７３ ０．３９４６ ０．７８９１

的变化量相同时，α的变化量不相同。实验结果

表明，对于固定的随机误差都有以上规律。

表２　取Δ～犖（０，１），并保持随机噪声的量级不变，犽的取值为由２到２０（步长为２），３种方法解算的结果

Ｔａｂ．２　ＲｅｓｕｌｔｓｏｆＴｈｒｅｅＭｅｔｈｏｄｓｉｎＣｏｎｄｉｔｉｏｎｏｆ犽Ｒａｎｇｅｓｆｒｏｍ２ｔｏ２０（Ｓｔｅｐ２）ｗｉｔｈＣｏｎｓｔａｎｔ

ＭａｇｎｉｔｕｄｅｓｏｆＲａｎｄｏｍＥｒｒｏｒｓ

犽
Ｌ曲线法 ＧＣＶ法 虚拟观测法

α ＲＭＳ犡 ＲＭＳ犛 ＲＭＳ犛／犽 α ＲＭＳ犡 ＲＭＳ犛 ＲＭＳ犛／犽 α ＲＭＳ犡 ＲＭＳ犛 ＲＭＳ犛／犽

２ ０．７７２０ ０．０６７４ ０．５２８０ ０．２６４０１４．２７４００．０６４９ ０．３０５５ ０．１５２８ ９．００８２ ０．０６５１ ０．３１３７ ０．１５６８

４ ０．８０６０ ０．０６７５ ０．５２３４ ０．１３０８ ６．１４３００．０６５７ ０．３５４４ ０．０８８６ ２．７７５９ ０．０６６２ ０．３９４６ ０．０９８７

６ ０．８６５０ ０．０６７５ ０．５１５８ ０．０８６０ ４．０１５００．０６６３ ０．３８７１ ０．０６４５ １．３９３１ ０．０６７１ ０．４６２１ ０．０７７０

８ ０．９４９０ ０．０６７６ ０．５０６４ ０．０６３３ ３．００８００．０６６７ ０．４１２２ ０．０５１５ ０．８２４６ ０．０６７７ ０．５２３０ ０．０６５４

１０ １．０５９０ ０．０６７６ ０．４９６４ ０．０４９６ ２．４０９００．０６７１ ０．４３２９ ０．０４３３ ０．５２１６ ０．０６８２ ０．５８１９ ０．０５８２

１２ １．１９３０ ０．０６７７ ０．４８７６ ０．０４０６ ２．００９００．０６７４ ０．４５０７ ０．０３７６ ０．３３７２ ０．０６８６ ０．６４０８ ０．０５３４

１４ １．３４８０ ０．０６７７ ０．４８１６ ０．０３４４ １．７２０００．０６７６ ０．４６６５ ０．０３３３ ０．２１４７ ０．０６９０ ０．７０１３ ０．０５０１

１６ １．５１７０ ０．０６７９ ０．４８０２ ０．０３００ １．５００００．０６７９ ０．４８０８ ０．０３０１ ０．１２８４ ０．０６９３ ０．７６４１ ０．０４７８

１８ １．６９５０ ０．０６８０ ０．４８４７ ０．０２６９ １．３２７００．０６８１ ０．４９３９ ０．０２７４ ０．０６５０ ０．０６９６ ０．８２９５ ０．０４６１

２０ １．８７４０ ０．０６８２ ０．４９５７ ０．０２４８ １．１８７００．０６８３ ０．５０６１ ０．０２５３ ０．０１６６ ０．０６９９ ０．８９８０ ０．０４４９

２．２　验证方法本身的影响

为了验证３种不同方法的效果，在本文算例

的计算中给出了α从１取到２０时的解算结果，对

比分析得到α最优值，从而对确定α的最佳方法

进行验证。本文还给出了解算过程的图形表示，

以更直观地说明问题。

表３　当犽＝１０，Δ～犖（０，１）时，取不同的α的解算结果

Ｔａｂ．３　ＲｅｓｕｌｔｓｏｆＤｉｆｆｅｒｅｎｔαｗｉｔｈ犽＝１０，Δ～犖（０，１）

α 犡１ 犡２ ＲＭＳ犡 α 犡１ 犡２ ＲＭＳ犡

１ ２．０１８７ ３．０９３８ ０．０６７６ １１ ２．０２１４ ３．０９２９ ０．０６７４

２ ２．０１９１ ３．０９３０ ０．０６７２ １２ ２．０２１６ ３．０９３０ ０．０６７５

３ ２．０１９４ ３．０９２７ ０．０６７０ １３ ２．０２１８ ３．０９３１ ０．０６７６

４ ２．０１９７ ３．０９２６ ０．０６６９ １４ ２．０２２０ ３．０９３２ ０．０６７７

５ ２．０２００ ３．０９２５ ０．０６７０ １５ ２．０２２２ ３．０９３３ ０．０６７８

６ ２．０２０３ ３．０９２６ ０．０６７０ １６ ２．０２２４ ３．０９３４ ０．０６７９

７ ２．０２０５ ３．０９２６ ０．０６７１ １７ ２．０２２６ ３．０９３５ ０．０６８０

８ ２．０２０８ ３．０９２７ ０．０６７２ １８ ２．０２２７ ３．０９３６ ０．０６８１

９ ２．０２１０ ３．０９２８ ０．０６７３ １９ ２．０２２９ ３．０９３７ ０．０６８２

１０ ２．０２１２ ３．０９２８ ０．０６７３ ２０ ２．０２３０ ３．０９３８ ０．０６８３

９９２
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　　表３为固定一组噪声误差和系统误差之后解

的情况。表３中α的最优值为４，由表２可得

ＧＣＶ法确定的α为最优，两者反映的信息一致，

验证了确定α的最优方法的正确性。

图１、２中，模拟残差为算例中模拟的随机噪

声，残差为解得参数之后得到的残差；实线表示系

统误差的真值，虚线表示系统误差的估值。可以

看出，正则化参数的确定与随机噪声和系统误差

同时相关。由图１、２可以看出，固定一组随机噪

声Δ～犖（０，１），当系统误差的系数分别取２和２０

时，用３种方法解算半参数模型结果的拟合和平

滑效果有明显不同。当系数取２时，３种方法得

到的解算结果拟合效果都较差，同时，Ｌ曲线法得

到的平滑效果也较差，总体效果并不理想；但系数

取２０时，３种方法得出的结果都在拟合和平滑效

果之间取得了相对较好的平衡，此时用虚拟观测

法确定正则化参数之后，残差取得了较小的值，解

算结果优于其他方法。综合表２和图１、２可知，

当信噪比逐渐增大时，虽然系统误差的均方根误

差也逐渐增大，但与系统误差系数的比值逐渐减

小，因此，系统误差的相对误差逐渐减小，与图中

反映的信息（拟合和平滑效果越来越好）相吻合，

因此，评价指标与相对精度有关。

图１　系统误差的系数为２（犽＝２）时，３种方法得到的拟合和光滑效果图

Ｆｉｇ．１　ＤｉａｇｒａｍｏｆＦｉｔｔｉｎｇａｎｄＳｍｏｏｔｈｉｎｇｏｆＴｈｒｅｅＭｅｔｈｏｄｓｗｈｅｎＣｏｅｆｆｉｃｉｅｎｔｏｆ

ＳｙｓｔｅｍｉｃＥｒｒｏｒｓｉｓ２（犽＝２）

图２　系统误差的系数为２０（犽＝２０）时，３种方法得到的拟合和光滑效果图

Ｆｉｇ．２　ＤｉａｇｒａｍｏｆＦｉｔｔｉｎｇａｎｄＳｍｏｏｔｈｉｎｇｏｆＴｈｒｅｅＭｅｔｈｏｄｓＷｈｅｎＣｏｅｆｆｉｃｉｅｎｔｏｆ

ＳｙｓｔｅｍｉｃＥｒｒｏｒｓｉｓ２０（犽＝２０）

　　本文算例是选取了两个参数的情况，若选取

参数真值为犡＝［２　３　５］，相应的系数矩阵加一

列，取犫犻，３＝７／３（ｓｉｎ（１２犻／５））
３，其余条件与本文算

例相同，按照同样的方法进行了一系列验证，最后

得出了与两个参数时相同的结论。

００３
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３　结　语

１）同一方法相同信噪比可得出相同的α；确

定α的最优方法是随信噪比的变化而变化的，也

就是说，假如信噪比取定某一个值后，用犔曲线

法确定的α最优，那么，当信噪比变化时，犔曲线

法就不一定最优了。

２）对同一个模型来说，在方法相同的情况

下，不同信噪比得出的α有差异；在选定了方法

后，正则化参数是随信噪比的变化而变化的，但对

应的变化趋势却不相同，犔曲线法得到的α随信

噪比的增大而增大，其他两种方法相反。本文通

过大量实例分析了两个和三个参数时的情况，得

出的结论是一致的，此规律有一定的普适性。

３）由于实际问题中非参数部分具有一定的

复杂性，信噪比的大小势必受到影响，从而影响到

正则化参数的确定，因此，在确定正则化参数时，

要充分分析各种情况来选择不同的方法。对于不

同方法的评价指标，本文初步得出与参数的相对

精度有关的结论，具体的影响因素量级上的研究

以及对各种方法选取的评价未来将进一步探讨。
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