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摘　要：以湖北省为例，选取５大类７个耕地，利用变化驱动力因子，将１９８６～２０００年的数据作为样本训练数

据，２００１～２００４年的数据作为测试数据，与耕地变化进行基于支持向量机的回归模拟，用遗传算法对参数进

行优化，并与ＢＰ、ＲＦＢ神经网络模型进行了对比。模拟结果精度分析显示，ＳＶＭ模型较ＢＰ神经网络模型理

想，与ＲＦＢ神经网络接近。并运用该模型对湖北省２０１０年的耕地利用变化进行了预测，结果合理。研究表

明，ＳＶＭ模型有较强的自学习、自适应能力，在土地利用变化模拟中有着广泛的应用前景。
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　　土地利用变化是全球变化研究的重要领

域［１］，其中，土地利用变化的驱动力研究可以揭示

土地利用变化的内在机制，预测未来的变化方向，

因而成为土地利用变化研究的核心内容［２］。耕地

变化是土地利用变化的核心类型［３］，在一定区域

某时段内，社会经济因素是耕地利用变化的主导

力量。目前，土地利用变化驱动力研究多采用因

子分析如相关分析、主成分分析方法筛选驱动力

因子，在此基础上建立驱动力因子与土地利用变

化的回归模拟模型［４７］。然而，社会经济驱动因子

与耕地利用变化之间往往是复杂的、非线性的反

馈关系，建立的线性或指数回归模型并不理想，一

些重要的驱动因子难以通过统计学检验而不能进

入回归模型［５７］，这无疑削弱了模型的解释力，导

致模型的适应能力差。

支持向量机（ＳＶＭ）是借助于最优化方法解

决机器学习问题的新工具，可以用于分类问题和

回归问题的求解，在文本分类、手写识别、图像分

类、生物信息学等领域中获得了较好的应用［８１０］。

在国内土地利用领域，杨青生等（２００６）应用ＳＶＭ

模型进行了空间土地利用变化模拟［１１］，而基于驱

动力与土地利用变化的ＳＶＭ 模拟研究尚未开

展。本文重点研究了基于驱动力机制的耕地变化

的ＳＶＭ模拟。

１　模型与数据

ＳＶＭ回归的基本思想是：通过非线性映射φ，

把狀维样本向量从原空间映射到一个高维乃至于

无穷维的Ｈｉｌｂｅｒｔ空间 （亦称特征空间），在特征空

间中寻找一个线性超平面，使所有样本点离超平面

的总偏差ε最小。当训练样本集不能线性分离（训

练样本有重叠现象）时，可以通过“软化”对间隔要

求，引入松弛变量ζ１ 和惩罚参数犆而转化为可线

性分离的情形。本文选用ε不敏感损失函数，ε

ＳＶＭ回归机的数学原理见文献［８１０］。

１．１　模型参数的遗传算法优化

ＳＶＭ训练首先要确定核函数及参数γ、惩罚

参数犆、不敏感损失函数参数ε。ＳＶＭ 的推广能

力与以上参数的选取有很大关系，对不同的核函

数，ＳＶＭ模型的计算结果不同，即使对同一核函

数，若参数不同，其结果也不同［１２］。常用的核函

数有多项式核函数、ＲＢＦ 核函数、Ｓｉｇｍｏｉｄ核函

数。本文采用ＲＢＦ核函数。基于ＲＢＦ核函数的

ＳＶＭ参数选择，常规方法采用穷举法或网格

法［１３］，即在模型（ＳＶＭ、核函数）选择后，首先对惩

罚参数犆、核函数参数γ、不敏感损失函数参数ε

赋初始值，开始实验测试，根据测试精度反复调整
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参数值，直到得到满意的测试精度为止。

本文对以上三个参数采用遗传算法全局搜索

优化［１４］。随机产生初始种群５０个，以最优目标

函数作为适应度函数，交叉概率为０．９，变异概率

为０．００５，最大代数为５００，效率和速度比网格法

搜索好，运算时间短。本文采用Ｃ＋＋对遗传算法

编程，并与ＳＭＯ算法实现的ＳＶＭ 软件ｌｉｂｓｖｍ

２．８．１
［１３］组合，联立求解。其流程图如图１所示。

１．２　土地利用变化驱动力因子体系与数据处理

本文综合文献［４７］对土地利用变化驱动力

因子的研究，将影响土地利用变化的社会经济驱

动因子分为人口类（总人口、非农业人口及比重）、

经济发展类（地方生产总值、固定资产投资、工农

业总产值等）、生活水平类（农民人均纯收入、城

镇居民可支配收入及二者之比）、农业技术水平类

（粮食单产、农业机械总动力、有效灌溉面积、化肥

使用量等）及政策类（土地管理政策等）。通过主

成分分析，选用贡献率大的重要因子构建影响耕

地变化的驱动力指标体系，即总人口狓１、非农业

人口比重狓２、地方生产总值狓３、固定资产投资

狓４、城镇职工人均可支配收入与农村居民人均纯

收入比狓５、粮食单产狓６、土地管理政策狓７，因变

量为耕地面积狔。

图１　ＧＡＳＶＭ模型流程

Ｆｉｇ．１　ＦｒａｍｅｏｆＧＡＳＶＭ Ｍｏｄｅｌ

　　本研究数据来源于１９８６～２００４年《湖北省统

计年鉴》，为消除量纲的影响，对各指标利用公式

狓犻／ｍａｘ（狓犻）进行标准化处理。处理后的数据如

表１所示。

表１　湖北省土地利用驱动力因子数据表（１９８６～２００４年）

Ｔａｂ．１　ＤａｔａｏｆＬａｎｄＵｓｅＣｈａｎｇｅＤｒｉｖｉｎｇＦｏｒｃｅＦａｃｔｏｒｓｆｒｏｍ１９８６ｔｏ２００４ｏｆＨｕｂｅｉＰｒｏｖｉｎｃｅ

年份／年 狓１ 狓２ 狓３ 狓４ 狓５ 狓６ 狓７ 狔

１９８６ ０．８３４４ ０．４９４４ ０．０５８３ ０．０３１２ ０．６１４２ ０．８０１１ ０．３６４８ １．００００

１９８７ ０．８４６３ ０．５０１４ ０．０６８３ ０．０３９２ ０．６６３５ ０．１４６１ ０．３８９９ ０．９９６２

１９８８ ０．８５７０ ０．５０９６ ０．０８２６ ０．０４４９ ０．７２７７ ０．０７８７ ０．４１５０ ０．９９３１

１９８９ ０．８６９２ ０．５１７４ ０．０９４６ ０．０３４６ ０．７０９１ ０．１９１０ ０．４４０１ ０．９８７６

１９９０ ０．８９９１ ０．５１０１ ０．１０８７ ０．０４０４ ０．６８３２ ０．３２５８ ０．４６５２ ０．９８３７

１９９１ ０．９１１１ ０．５１６９ ０．１２０５ ０．０４７１ ０．８１６０ ０．００００ ０．４９０２ ０．９８００

１９９２ ０．９２２３ ０．５３０６ ０．１４３６ ０．０６７４ ０．８８８０ ０．４３８２ ０．５１５３ ０．９７３８

１９９３ ０．９３４５ ０．５４３２ ０．１８７９ ０．１０７３ １．００００ ０．３８２０ ０．５４０４ ０．９６５９

１９９４ ０．９４５３ ０．５８０１ ０．２４７８ ０．１６６０ ０．９１８４ ０．５１６９ ０．５６５５ ０．９５８１

１９９５ ０．９５４１ ０．５９８９ ０．３１５４ ０．２３１３ ０．８５３６ ０．６２９２ ０．５９０６ ０．９５２２

１９９６ ０．９６２８ ０．６１１４ ０．３９１８ ０．２７５５ ０．７４９６ ０．５７３０ ０．６２７４ ０．９４８１

１９９７ ０．９７０７ ０．６２２６ ０．４５５１ ０．３０３３ ０．７１３９ ０．７５２８ ０．６６４１ ０．９４５０

１９９８ ０．９７６４ ０．６２８３ ０．４８８６ ０．３４４６ ０．７１３５ ０．６７４２ ０．７１２１ ０．９４２１

１９９９ ０．９８８９ ０．６２７６ ０．５０８９ ０．３６４５ ０．７５５１ ０．６９６６ ０．７６０１ ０．９３８４

２０００ ０．９８５１ ０．６３８７ ０．５６４１ ０．３９７９ ０．７８２１ ０．９６６３ ０．８０８１ ０．９３２８

２００１ ０．９８７５ ０．６４５７ ０．６１５０ ０．４３４３ ０．７９９６ ０．７５２８ ０．８５６１ ０．９２４９

２００２ ０．９９４４ ０．９９７２ ０．７４３０ ０．６５９６ ０．８９１５ １．００００ ０．９０４０ ０．９０４３

２００３ ０．９９６９ ０．９８６３ ０．８６００ ０．７９３４ ０．９１０４ ０．９２１３ ０．９５２０ ０．８９２９

２００４ １．００００ １．００００ １．００００ １．００００ ０．９２０８ ０．６８７６ １．００００ ０．８８９０

２　结果分析与预测

２．１　模型结果分析

ＧＡＳＶＭ模型确定的γ取值定为（０，１），ε为

（０，１），犆为（１，１００００）。求解得到的ＳＶＭ 对偶

问题的最优目标函数值为－０．２０７１３２，γ取值为

０．００５０３０，犆 取 值 为 ５２．４０８８３８，ε 取 值 为

０．００８２０５。

为对比分析，同时将样本数据用ＢＰ神经网

络、ＲＢＦ神经网络进行训练和模拟。ＢＰ神经网

络输入单元数７个，输出单元数１个，隐含层数

７６３
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１，隐含单元７，隐含层和输出层激发函数用Ｓｉｇ

ｍｏｉｄ函数。对学习率取值采用试错法，以均方误

差最小估计模型参数，隐含层学习率取０．０１５，输

出层学习率取０．０１，动量项取０．８。ＲＢＦ神经网

络学习速度取值范围为（１，３０）。

将１９８６～２０００年数据作为样本训练数据，

２００１～２００４年数据作为测试（模拟）数据。测试

样本的耕地实际值与三种模型模拟得到的耕地预

测值见表２。为了检验ＳＶＭ模型，与神经网络模

型测试结果进行比较，采用残差检验方法，对模型

预测值和实际值的误差即绝对误差（ε（狋）＝狔（狋）

－狔０（狋））、相对误差（ε（狋）／狔０（狋）×１００％）进行逐

点检验，并作出统计分析。

通过表２可以看出，ＳＶＭ 模型比ＢＰ神经网

络模型模拟的精度高，与ＲＢＦ神经网络模型模拟

的结果接近。

表２　犛犞犕模型与神经网络模型的测试值与实际值的分析比较

Ｔａｂ．２　ＣｏｍｐａｒｉｓｏｎＢｅｔｗｅｅｎＰｒｅｄｉｃｔｉｏｎＶａｌｕｅａｎｄＰｒａｃｔｉｃａｌＶａｌｕｅｆｒｏｍ２００１ｔｏ２００４

ｗｉｔｈＳＶＭ ＭｏｄｅｌａｎｄＮｅｕｒａｌＮｅｔｗｏｒｋｓＭｏｄｅｌｓ

年份 实际值
ＳＶＭ模型 ＢＰ神经网络模型 ＲＢＦ神经网络模型

预测值 绝对误差 相对误差／％ 预测值 绝对误差 相对误差／％ 预测值 绝对误差 相对误差／％

２００１ ０．９２４９ ０．９３４２ ０．００９３ １．０１ ０．９５６６ ０．０３１７ ３．４３ ０．９２８６１ ０．００３７ ０．４０

２００２ ０．９０４３ ０．９１５ ０．０１０６ １．１８ ０．９６００ ０．０５５７ ６．１６ ０．９０５８０ ０．００１５ ０．１７

２００３ ０．８９２９ ０．９０４７ ０．０１１８ １．３２ ０．９６０４ ０．０６７５ ７．５５ ０．８９５９７ ０．００３１ ０．３４

２００４ ０．８８９０ ０．８９１ ０．００２０ ０．２３ ０．９６０５ ０．０７１５ ８．０５ ０．８８１２６－０．００７７ －０．８７

平均 ０．００８４ ０．９４ ０．０５６６ ６．３０ ０．０００１ ０．０１

相关系数 ０．９７４１ －０．９５３６ ０．９７７８

均方误差 ０．００００１９４ ０．０００３２０２ ０．００００２８４

误差标准差 ０．００４４ ０．０１７９ ０．００５３

２．２　预测

２０１０年，湖北省耕地利用变化驱动力因子

（狓１～狓６）根据《湖北省经济社会发展第十一个五

年规划主要目标和措施》确定的目标或历年统计

趋势进行推算。标准化后的数据分别为狓１＝

１．０２７，狓２＝１．１４２，狓３＝１．３９０，狓４＝１．４６０，狓５＝

１．０８６，狓６＝１．０２０，狓７＝１．１００。

利用测试的ＳＶＭ 模型对２０１０年耕地利用

变化进行预测，预测结果为０．８５８１１７，反推２０１０

年耕地面积为３０４．２０２万ｈｍ２。２０１０年耕地面

积将比２００４年减少１５．９６４万ｈｍ２，年均减少

２．６６１万ｈｍ２。变化趋势图如图２所示。

图２　１９８６～２０１０年耕地变化趋势图

Ｆｉｇ．２　ＴｒｅｎｄｏｆＡｒａｂｌｅＬａｎｄＣｈａｎｇｅｆｒｏｍ１９８６ｔｏ２０１０

根据湖北省２００５年土地利用变化情况进行统

计［１５］，年内耕地净减少１．５８万ｈｍ２，预测数据比

２００５年耕地净减少数据大。在未来几年内，总人

口持续增长，特别是城市化、工业化水平处于加速

期，在人口、经济等驱动力作用更强的情况下，耕地

减少趋势将比目前快是合理的。预测表明，湖北省

未来几年内，耕地保护面临较大的压力。

３　结　语

本文应用支持向量机进行土地利用变化预测

模拟，具有如下优点：①ＳＶＭ 模型应用核函数的

展开定理，不需要探求非线性映射的显式表达式，

其自学习、自适应等智能化特征使得主要驱动力

因子得以考虑，增强了模型模拟的说服力，因而

ＳＶＭ模型具有较传统线性回归模型更强的模拟

能力；② 运用核函数提供了将数据映射到高维空

间来增强线性分类学习的计算能力，与线性模型

相比，几乎不增加计算的复杂性，在某种程度上避

免了“维数灾难”，计算速度快捷；③ 与普通神经

网络相比，ＳＶＭ 模型的稳定性和模拟精度更高。

当然，各区域的数据难免不同，这在一定程度上可

能影响模拟结果精度的判断，还需要其他区域的

数据进行比较验证。
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