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摘　要：结合亚像元的相关理论，提出了基于模糊ＡＲＴＭＡＰ神经网络模型的遥感影像亚像元定位方法，利用

该方法对模拟的武汉地区的ＴＭ影像进行了实验，并将实验结果与ＢＰ神经网络模型进行了比较。结果证

明，利用本文方法能够更有效地解决亚像元定位的问题。
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　　遥感影像的像元很少是由单一均匀的地表覆

盖类组成的，一般都是几种地物的混合，它们的值

实际上是一个瞬时视场内多种地物类型混合的反

射光谱的反映，即混合像元，这就给遥感解译造成

困扰［１］。传统的分类方法是把影像上的每一个像

元认为是地物的一个类别，这显然是不准确的。

如果混合像元能够被分解，而且能够求得它的端

元组分的丰度，分类将更精确，这一处理过程称为

混合像元分解［２］。１９９７年，Ａｔｋｉｎｓｏｎ提出了亚像

元定位的概念［３］。目前，国外已经开展了许多相

关的研究工作，其中的智能化计算是发展得比较

快的一个分支［４６］。事实证明，前馈型神经网络

（ＢＰ）模型用来求解遥感影像中亚像元的定位具

有一定的优势，它拥有较好的容错率、对噪声不敏

感以及不用考虑网络本身对输入端和输出端的关

系等［７］，但同时也存在一些缺陷，如传统ＢＰ神经

网络模型算法本质上为梯度下降法，所要优化的

目标函数又非常复杂，因此，结果中必然会出现

“锯齿 形 现 象”。与 其 相 比，模 糊 ＡＲＴＭＡＰ

（ａｄａｐｔｉｖｅｒｅｓｏｎａｎｃｅｔｈｅｏｒｙｍａｐ）神经网络模型

具有结构简单、计算量小以及适应性强的特点。

本文提出了一种基于模糊ＡＲＴＭＡＰ神经网络模

型来处理亚像元定位的方法。

１　理论模型和方法

１．１　理论基础

进行亚像元定位的前提是，通过混合像元分

解得到了不同端元组分在混合像元中所占的百分

比含量，逐个获得原始混合像元中不同端元组分

的空间分布情况。亚像元定位的理论基础是地面

物体的空间分布相关性，即图像的混合像元或者

是不同的像元之间、距离较近的亚像元和距离较

远的亚像元相比，更加属于同一类型［３］。像元被

分割成亚像元时，每个像元被分割成狊２ 个亚像

元，狊代表行和列方向上的尺度因子。实际研究

中，采用合成图像来模拟混合像元分解后的丰度

图。所谓合成图像是指将较高分辨率影像中各类

型的硬分类结果用中值滤波器重采样至低分辨率

的丰度图，从而避免了低分辨率与高分辨率影像之

间的配准而带来的误差，以及利用一般混合像元分

解的干扰。实验所关注的对象仅仅是亚像元定位

模型，同时，高分辨率的硬分类结果可作为精度验

证的标准，将得到的丰度影像作为亚像元定位模

型的输入以及神经网络进行训练的数据。

１．２　模糊犃犚犜犕犃犘神经网络的应用

近年来，模糊 ＡＲＴＭＡＰ神经网络得到了广
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泛的应用［８］。对于包含复杂地学属性的遥感影像

分类或信息提取问题的应用研究，ＡＲＴＭＡＰ方

法更能发挥其优势［９］。

模糊ＡＲＴＭＡＰ可以分为ＡＲＴ犪 和ＡＲＴ犫 两

个模块，每个模块分别由输入层犉０、比较层犉１ 以

及识别层犉２ 组成。首先将网络初始化，设定初

始权值范围为［０，１］，分别对两个ＡＲＴ模块输入

样本对进行训练，其中，ＡＲＴ犪 模块中的犉０ 层作

为数据输入层，设其所对应的空间尺度为狊０，该层

中的各个神经元分别对应于亚像元级别下的中心

像元本身以及８个相邻像元，它们决定了每个模

拟单元在狊（狊＞１）尺度上目标类型的空间分布状

况。输入各像元中目标类型所占的比例值，它们

可表达为：

犡（犽，狊０）＝ ［狓１（犽，狊０），狓２（犽，狊０），…，狓（犽，狊０），

…，狓８（犽，狊０）］
Ｔ

式中，狓犻（犽，狊０）（犻＝１，２，…，８）为像元犽在原狊０ 尺

度上第犻个邻域内目标类型的丰度值；狓（犽，狊０）为

像元犽在狊０ 尺度上目标类型的丰度值；ＡＲＴ犪 模

块中的犉犪２ 层的判定函数为犜犼（狓）＝｜犡∧狑犼｜／（α

＋｜狑犼｜）（α＞０为选择参数，由自己定义；狑犼 是对

应的权值向量；犡 是输入向量）。利用此函数选

择竞争获胜的节点犑，从而对应获胜节点的层被

激发；类似地，在ＡＲＴ犫 模块中的输入层犉
犫
０ 依次

输入每个亚像元犽犼（犼＝１，…，狊
２）确定为目标类型

的概率狆犼（犽，狊）（犼＝１，…，狊
２），通过学习犉犫０ 层的

目标类别向量集而获得犉犫２ 层的原型类别向量，

并以此确定获胜节点犓。中间映射层犉犪犫通过匹

配规则检验匹配度，如果两个节点数能够确定一

一对应的映射关系，则犓（犑）＝犓，那么修改权值

犠，并反向训练 ＡＲＴ犪；否则，增加 ＡＲＴ犪 的警戒

系数ρ犪，以增加犉
犪
２ 层的神经元，直到满足中间映

射域匹配规则。

训练完毕后，可以得到两个模块不同的权重。

有了这两组权重，便能进行研究区的模拟了。在

模拟过程中，输入层的信号来自研究区的合成图

像，经过计算，得出对应于ＡＲＴ犫 模块的目标输出

为狆犼（犽，狊）＝狑犼犽／∑狑犽（犼＝１，…，狊
２）。该输出结

果表示为原狊０ 尺度上第犽个像元在狊尺度上其中

第犼个亚像元被确定为目标类型的概率。

最后，对每个亚像元类型进行确定，由于原始

图像的一个混合像元犽中某一类所占的比例是一

定的，因此，对每一类来说，需要对一个像元中的

各亚像元的概率值从大到小进行排序，依次确定

为目标类型，直到满足该类总数。一般来说，最普

遍的方法是对于某一个亚像元，分别比较它对应

于不同类别的概率，从而确定其类别归属。这样

做会导致某一部分概率较小的亚像元被忽略掉，

因此，这里采用确定亚像元归属的方法是对狊尺

度下每一种类别的狊２ 个亚像元进行归一化处理，

处理的方法是在满足条件犖犻＝狓犻狊
２ 和∑

犖

犻＝１
犖犻＝狊

２

下求解每一个亚像元的值狀犻＝犡犻／∑
狊
２

犼＝１
犡犼，其中，狓犻

是初始输入的第犻类地物的丰度值；犖犻是属于第犻

类亚像素的个数；狀犻是归一化后的结果。这样，就

在一定程度上减少了误判的可能性，亚像元的最终

类型及在像元内部的空间分布都得到了确定。

２　实验及其比较

２．１　实验数据

利用该模型对武汉地区一幅６个波段的真实

ＴＭ影像（图１（ａ））进行实验，该影像分辨率为３０

ｍ，包含长江、湖泊、植被和居民区４个不同类别。

对原始影像利用 ＭＬＣ分类器进行分类，以其作

为参考影像，如图１（ｂ）所示。为了获取网络模型

所需要的参数，首先利用训练区数据对模型进行

训练。由于模型所依据的空间依赖假设强调的是

空间结构意义上的地理相关性，可以认为它与图

像的分辨率、获取时间、像元内部所包含的土地覆

盖类型等因素没有太大关系［１０］，模型演化的规则

也就可以利用非研究区可获得的类似图像经过神

经网络训练来得到，得到的规则也应完全能适于

在实验区当前的图像数据中进行模拟。这样做与

在缺乏研究区高分辨率图像信息支持的情况下进

行亚像元空间分配研究的现实是一致的。为了得

到更好的模拟结果，根据长江边上武汉地区城市

空间分布的特点，训练区中同样包含了与测试地

区类似的高密度城区。

为了避免由于混合像元分解带来的额外误

差，可直接利用原始图像分类结果来获取在混合

像元中各端元组分的丰度作为几种不同的分解子

图像。子图像的个数等于影像中地物的类别数，

像素值只包含有１（属于该类）或者０（不属于该

类），利用均值滤波器对每个子图像进行模糊处

理，模糊化的尺度因子狊＝４，模糊后的分辨率为

１２０ｍ×１２０ｍ，即每一个像元都含有原始影像的

４×４个像元。如果利用传统的 ＭＬＣ方法对退化

影像进行分类，得到的结果如图１（ｃ）所示。以参

考影像图１（ｂ）为标准，从目视效果上来看，某些

区域的形状特征几乎完全消失，而利用ＢＰ和模

糊ＡＲＴＭＡＰ两种神经网络模型进行求解的过程

８９２
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如下：训练获取的模型参数在每次循环过程中，输

出层的神经元自动计算出对应像元中各亚像元被

确定为目标类型的概率，再利用归一化的方法逐

一进行恢复，其分类结果如图１（ｄ）、１（ｅ）所示。

在ＢＰ模型处理的结果中，地物类别混杂的区域

存在着不连续的情况，如在湖泊的边界位置，误判

的情况比较明显。而利用模糊ＡＲＴＭＡＰ模型处

理的结果中，尽管也存在误判的情况，但对于一些

空间自相关较弱的零散破碎的目标区域以及某些

地类边缘，定位效果比较好，整体分类保证了图像

的连续性和细节。对选择的１０００个样本训练

８００次，ＢＰ神经网络模型所花费的时间是１０ｍｉｎ

左右，而对于相同的输入，模糊ＡＲＴＭＡＰ神经网

络模型只需要５ｍｉｎ，因此后者更加高效。

图１　真实影像的分类结果

Ｆｉｇ．１　ＲｅａｌＩｍａｇｅａｎｄＣｌａｓｓｉｆｉｃａｔｉｏｎＲｅｓｕｌｔｓ

２．２　结果定量比较分析

为了进一步验证该模型的有效性，下面给出

利用模糊ＡＲＴＭＡＰ神经网络模型、ＢＰ神经网络

模型和 ＭＬＣ分类法对上述真实影像进行分类的

定量分析结果。主要的精度评价指标采用混淆矩

阵、分类正确率的百分比（ＰＣＣ）和 Ｋａｐｐａ系数，

其结果如表１所示。

表１　三种方法的分类结果精度统计表

Ｔａｂ．１　ＣｌａｓｓｉｆｉｃａｔｉｏｎＲｅｓｕｌｔｓｏｆＴｈｒｅｅＡｌｇｏｒｉｔｈｍｓ

ＭＬＣ ＢＰ ＡＲＴＭＡＰ

ＰＣＣ ０．７４９ ０．８８９ ０．９２１

Ｋａｐｐａ系数 ０．７０２ ０．８０１ ０．８１６

　　从表１可以看出，利用模糊 ＡＲＴＭＡＰ神经

网络方法对原始像元信息的估计比较准确，与

ＭＬＣ和ＢＰ神经网络的方法相比较，影像的分类

精度分别提高了１％、３％左右。对于真实影像中

的４种地物类别，分别选取１００个点作为混淆矩

阵的训练样本，表２给出了利用 ＭＬＣ方法以及

ＢＰ和模糊ＡＲＴＭＡＰ两种神经网络模型对退化

的ＴＭ影像进行分类所得到的混淆矩阵。这里

以 ＭＬＣ对原始影像进行分类得到的结果为标

准，由于在退化的影像中包含有大量的混合信息，

因此，ＭＬＣ方法难以得到精确的分类结果。可以

看出，两种神经网络方法对四种地物的分类精度

都有所提高，其中对植被的分类精度提高得最多，

由６６％分别提高到７９％和８５％。在４种地物里

面，植被是图像中含混合成分最多的地物，特别是

在植被与城区和湖泊的交界位置，正是地物比较

复杂的区域，ＢＰ模型和模糊ＡＲＴＭＡＰ模型的差

别比较明显，主要是由于ＢＰ模型定位时将湖泊

的边界错误地归为植被，导致分类精度下降。

表２　三种分类结果混淆矩阵的比较

Ｔａｂ．２　ＣｏｍｐａｒｉｓｏｎｏｆＣｏｎｆｕｓｉｏｎＭａｔｒｉｘｏｆ

ＴｈｒｅｅＡｌｇｏｒｉｔｈｍｓ

方法 长江 湖泊 植被 城区

ＭＬＣ

长江 ８９ ９ ７ ２

湖泊 ８ ８６ ８ ６

植被 ３ ４ ６６ ２１

城区 ０ １ １９ ７１

ＢＰ

长江 ９２ ３ １ ２

湖泊 ３ ９４ ９ ７

植被 ２ ２ ７９ １２

城区 ３ １ １１ ７９

ＡＲＴＭＡＰ

长江 ９３ ３ ０ ３

湖泊 ２ ９１ ６ ５

植被 ４ ４ ８５ １１

城区 １ ２ ９ ８１

３　结　语

本文提出了一种基于模糊ＡＲＴＭＡＰ的神经

网络模型求解方法，经过模拟数据和真实数据的

实验证明，该方法恢复后的分类结果无论在视觉

上，还是实际精度上，都有较大的提高；与ＢＰ神

经网络的定位分类方法相比，它在训练的收敛性、

系统的自适应性和自归一能力等方面都具有较大

的优越性，尤其是对于地物类别情况比较复杂的

区域，进行亚像元的分析是提高分类精度和效率

的保证。

虽然该方法取得了一定的进展，但仍然存在

９９２
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着两个不足。就真实影像而言，由于混合像元分

解是对亚像元定位的前提，分解结果的好坏直接

影响到亚像元定位的精度，因此，提高混合像元的

分解精度是个非常重要的问题。同时，模糊尺度

狊选择得越大，像元空间关系就越复杂，利用ＡＲ

ＴＭＡＰ模型来估计亚像元的位置，误差也会相应

地增大。如何更精确地获取亚像元的空间分布，

仍需要进一步的研究。
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